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It is necessary to make the tape winding system have good reliability. Because the power system usually is a pneumatic or hydraulic system, the static reliability analysis lacks the ability to describe the dynamic state transfer, component fault correlation, and propagation effect of the system; it is difficult to accurately reflect the actual behavior of the complex system. Most of the existing research results lack the situation that the importance of bottom events changes with time; only a single number cannot express the impact of bottom events on top events at different times. Therefore, this study uses the dynamic reliability analysis method to quantitatively analyze the reliability of the tape winding power hydraulic system. Firstly, the dynamic reliability model of hydraulic system is established by using the continuous-time T-S dynamic fault tree to solve the fault rate of the system. Secondly, the results are compared with the traditional Markov chain analysis method of dynamic fault tree. The feasibility and advantages of the continuous-time T-S dynamic fault tree analysis method are verified. Finally, the probability importance and key importance of the system unit are calculated, and the law of importance changing with time is expressed. According to the importance of different time, it can help the regular maintenance and fault diagnosis of equipment.

1. Introduction

Winding products have important applications in the fields of aerospace, national defense, and petrochemical industry and are the key to reducing weight and improving performance [1]. During the manufacturing process, a certain amount of pressure is required to make the materials tightly intertwined in a predetermined shape to ensure good tightness. As a key technology in tape winding, the pressure system is applied to the tape to enhance the bonding between the layers of the tape and remove the bubbles, improve the bonding strength between the tape layer and the density of products, and prevent layer fold and slip effect, to improve the strength of the products. Among them, too little pressure will lead to the tape and the laminated plate cannot reach the close bonding state, which affects the mutual penetration of the polymer chain; excessive pressure will extrude the collective in the molten state from the laminate, resulting in the phenomenon of poor glue [2], which cannot ensure the good adhesion of the tape belt because the working environment of the tape winding needs a certain temperature to ensure that the impregnation will not solidify in advance to maintain the viscous state. It also provides stable pressure to maintain the tightness of the winding process. Nowadays, the more commonly used power systems are pneumatic systems and hydraulic systems.

This paper takes the hydraulic system as the research object for reliability analysis. On this basis, the importance analysis method is used to provide help for system fault diagnosis and reliability allocation. Because there are many influencing factors of faults in the hydraulic system, its structure is complex, there are many components, and it is difficult to ensure its good reliability when the hydraulic system is used as the power supply system. The modern hydraulic system becomes lighter and more complex. Although the traditional fault tree analysis method is one of the modern, more extensive, and perfect reliability analysis methods and can carry out some static event simple logic
reliability analysis of the hydraulic system, it lacks the ability to describe the dynamic state transfer of the system and the correlation of component faults. Compared with the traditional fault tree analysis, the dynamic fault tree reliability analysis can better express the sequence and correlation between events, make the results have certain practical significance, and reduce the deviation and misleading to the system design and maintenance. Based on the dynamic fault tree, the proposed T-S dynamic fault tree analysis method can describe the static and dynamic failure logic relationship of any form and multistate [3] when solving the reliability problem of the hydraulic system and is more concise than the general method of dynamic fault tree analysis, which can directly carry out quantitative calculation.

Based on the T-S dynamic fault tree, the continuous-time T-S dynamic fault tree analysis method has a stronger ability to describe the failure behavior compared with the Dugan dynamic fault tree. The continuous-time T-S dynamic fault tree is an analysis and calculation method based on the fault probability density function and fault probability distribution function of the parent event, which describes the rule execution degree and the occurrence probability of the parent event, as well as the impulse function integral, by using the integral characteristics of the impulse point of the impulse function [4].

In modern engineering, various systems interact with each other, the complexity is increasing, and the requirements for reliability are also improving. The traditional static fault tree analysis cannot meet the description and analysis of system dynamic changes and state transition. Since 1990–1992, Dugan, an international reliability scholar, has extended the traditional fault tree; since a group of dynamic gates are defined to describe the dynamic failure behavior of the system, the leap from static to dynamic reliability analysis is realized [5], which opens a new chapter for reliability analysis.

It is difficult to analyze the reliability of complex systems by using the dynamic fault tree. After years of research by reliability scholars, there are many solutions, such as the Markov chain method for fault tree analysis of repairable and unrepairable systems, and the conversion process is simplified [6–8]. However, with the increase of system fault factors and the complexity of logical relations, the difficulty of Markov calculation also increases exponentially, so the method is not applicable; then, the Bayesian network algorithm is proposed to alleviate the data explosion problem and the calculation difficulty of Markov chain [9, 10]; to reflect the variation law of system reliability with time, the dynamic fault tree is transformed into discrete-time Bayesian network, and the efficiency of solving the dynamic fault tree is improved by reasoning algorithm [11, 12]. Then, a series of dynamic reliability analyses under continuous time are proposed; in engineering practice, the state of the system is full of uncertainty, including random uncertainty and cognitive uncertainty. To make the reliability analysis results more realistic, fuzzy theory, interval theory, and other analysis methods appear, the probability distribution of dynamic logic gate under the fuzzy tree is established, and the calculation method of system fuzzy failure rate is given [13, 14]; Monte Carlo simulation method is used for reliability calculation to describe the dynamic changes of the system [15, 16].

Dugan dynamic fault tree logic gate cannot describe the relationship among all dynamic events of hydraulic components because of the many and complex components in the hydraulic system in practical engineering, and it also has some limitations in describing the combined failure behaviors of components. The T-S dynamic fault tree analysis method proposed by Takagi and Sugeno has a stronger failure description ability for reliability analysis of the hydraulic system and can express both dynamic and static states breaking through the limitations of previous dynamic fault trees and making the reliability of hydraulic system closer to reality.

T-S dynamic fault tree reliability analysis has many application examples, such as the establishment of the T-S system dynamic fuzzy fault tree, which provides a method to find the weak link of the hydraulic system of the loader [17]. The reliability analysis model of the hydraulic system based on the T-S fuzzy fault tree model is established, and the fusion Monte Carlo numerical simulation method is used to realize the simulation of system reliability. Finally, the effectiveness of the method is verified by a typical hydraulic circuit [18]. The T-S fuzzy fault tree and Bayesian network method are transformed to make a reasonable evaluation of the reliability of tunnel collapse, which provides a method for the safety construction decision of tunnel [19]. In order to overcome the deficiency of dealing with the uncertainty of fuzzy information and fault logic relationship in the traditional importance measurement, the T-S fuzzy importance analysis method is proposed and applied to the importance analysis of the hydraulic system, which proves the feasibility of the algorithm [20].

In [17–19], only the reliability analysis of the system was carried out, and the influence of a single bottom event fault on the top event was not judged. In [20], importance was applied to analyze the bottom events, but it cannot reflect the change of importance over time. In this study, the continuous-time T-S dynamic fault tree is used to analyze the reliability of the hydraulic system of the tape winding machine. Then, the importance of each bottom event is analyzed by the importance of the continuous-time T-S dynamic fault tree. It is pointed out that the weak links of the system provide help for system reliability optimization, distribution, and fault diagnosis.

2. Continuous-Time T-S Dynamic Fault Tree Analysis Method

The research of the T-S fault tree makes the fault tree analysis method stronger in describing system faults, but it cannot reflect the changes of today’s complex system reliability with time. Then, a discrete-time T-S dynamic fault tree analysis method is developed. Due to the discrete-time T-S dynamic fault tree itself, there are calculation errors in the analysis, which cannot reflect the probability change trend of system reliability. With the increase of time interval, the calculation error decreases and the amount of calculation increases.
When it tends to infinity, the results are not different from the results of continuous-time T-S dynamic fault tree analysis. Therefore, the continuous-time T-S dynamic fault tree is proposed to solve the problem that system reliability changes with time and fault logic is difficult to describe, which makes up for the deficiency of the discrete-time T-S dynamic fault tree. Continuous-time T-S dynamic fault tree is an analysis and calculation method of upper-level event, fault probability density function, and fault probability distribution function based on the integral characteristics of the impulse points of impulse function and describing the degree of rule execution, the possibility of upper-level events, and the integral of impulse function.

2.1. Analysis Steps

(1) Refer to the literature, the working principle of the system, and the experience and the lessons of experts to determine the top event, intermediate event, and basic events and establish the dynamic fault tree reliability model.

(2) The logic gates in the dynamic fault tree model are transformed into a continuous-time T-S dynamic fault tree model by regular description according to the correlation of events and time logic order.

(3) Consider the uncertainty description methods of events, such as random probability and ambiguity. Then, establish the possibility of rule execution.

(4) The continuous-time T-S dynamic fault tree analysis and calculation method is used to obtain the fault probability of the top event as shown in Figure 1.

Transformation from dynamic fault tree to T-S dynamic fault tree in Figure 2.

In Figure 2, \( F \) represents the top event, \( X_1 \) and \( X_2 \) represent the bottom events causing \( F \), \( S \) represents the static logic, and \( T \) represents the dynamic logic. As shown in the figure, the T-S dynamic fault tree has the advantage of describing the logical relationship between dynamic and static states, which only needs to be described by different rules. The number "\( r \)" of rules is related to the number \( n \) of subordinate events \( X_i \), which can be expressed by the following formula:

\[
r = n! + 1 + \sum_{i=1}^{\infty} \binom{n}{i} ((i + 1)!)
\]  

The rule description is constructed based on the logical relationship of events and the timing of the failure. Among them, each rule represents a temporal relationship, using "1, 2, ..., \( n \)" to represent the occurrence sequence of basic events. The smaller the number is, the more priority the event occurs, \( t_1 < t_2 < ... < t_n \), for example, \( X_1 = 1, X_2 = 2 \), which means that event \( X_1 \) occurs before \( X_2 \). If the numbers are the same, it is considered that events occur at the same time. The failure time of the subordinate event \( X_i \) and the superior event \( F \) are represented by \( t_i \) and \( t \), respectively, and constrained by the impulse function, as shown in the following formula:

\[
\delta(t - t_i) = \begin{cases} 
\infty, & t = t_i, \\
0, & t \neq t_i, 
\end{cases}
\]  

where \( t \) is time and \( t_i \) is the moment of the impulse point. If \( \delta(t - t_i) = \infty \), that is, \( t = t_i \), it means event \( F \) fault is after \( X_i \) fault. The following rules for T-S dynamic gates will be described with AND-gate, priority AND-gate, and OR-gate as examples; the system is assumed to be a two-state system. If 0 and 1 are used to represent normal and fault states, the possibility of top events occurring at different times is represented by 0, 1.0 is impossible, and 1 is possible.

(1) AND-gate: According to the logical nature of the occurrence of bottom events, the occurrence of top events is described in the following table. When bottom events occur at the same time, that is \( t_1 = t_2 \), the occurrence of top events occurs; if the occurrence of events is sequential, the top event occurs after the occurrence of both bottom events. The description method is shown in Table 1.

(2) Priority AND-gate: The priority AND-gate has a time sequence; when the bottom events occur in a certain order, the top event will occur. The rules are described as follows: assuming that \( X_i \) occurs first at \( t_1 \) time and then \( X_2 \) occurs at \( t_2 \) time, the top event will occur when \( t_1 < t_2 \); otherwise, the top event will not occur. When two bottom events occur at the same time, the top event occurs. The description method is shown in Table 2.

(3) OR-gate: When one of the bottom events occurs, the top event will occur. Its rules are described as shown in Table 3: when the bottom event occurs at the same time, the top event occurs; if the bottom event occurs in a certain time series, when the bottom event \( X_i \) occurs first, the top event occurs at time \( t \).

Through the above examples, it can be seen that, compared with traditional fault tree analysis and dynamic fault tree analysis, this method can succinctly express the timing and logical relationship of complex system faults by using the size relationship between numbers and simply describe all situations of system faults, to make the reliability fit the actual working situation.

2.2. Continuous-Time T-S Dynamic Fault Tree Algorithm.

After the transformation of the rule description, the T-S dynamic fault tree is analyzed and solved. Use \( f_i(X_i^t) \) to represent the event at a lower level under the rule of \( L \) failure probability density function, the instantaneous failure rate in the moment \( t \) is expressed as \( \lambda(X_i^t) \), and the said possibility of rule execution is expressed as \( P_L^* \). Then, the probability of rule \( L \) execution is

\[
P_L^* = \prod_{i=1}^{n} f_i(X_i^t).
\]

If the failure rate changes between the subordinate events in the continuous-time T-S dynamic gate due to the
fault timing, then the probability density function of the subordinate events under rule \( L \) is

\[
f_{X_i}(X_{ti}) = \lambda_i \exp \left( -\int_{0}^{t_i} \lambda_i \, dt \right).
\]  

(4)

If the event failure rate is at a lower level with a fixed value \( \lambda_i \), there is no fault correlation between events \( X_i \) at a lower level; namely, event \( X_i \) at a lower level of any one failure will not affect other events at a lower level failure probability of change, the probability density function of event \( X_i \) can be expressed as:

\[
f_i(X_{ti}) = f(X_{ti}).
\]

Therefore, formula (4) can be expressed as

\[
f_i(X_{ti}) = \lambda_i \exp \left( -\int_{0}^{t_i} \lambda_i \, dt \right).
\]  

(5)

Superior events under the rules of \( L \), the \( t_i \) moment when the possibility of failure can be expressed as \( P_{L}^{*}(y^{i'}) \), and the top event fault probability density function of “y” are as follows:

\[
f_y(t) = \sum_{L=1}^{r} \left[ \int \ldots \int \sum_{i=1}^{n} \delta(t-t_i) P_{L}^{*}(y^{i'}) dt_1 dt_2 \ldots dt_n \right].
\]  

(6)

The integral interval for \( \Omega_i \) \((i = 1,2,\ldots,r) \). In the formula, “\( r \)” represents the number of rules, “\( n \)” represents the
number of subordinate events causing the occurrence of superior events, and the integral interval is, respectively, expressed as
\[
\Omega_1 = \{ (t_1, t_2, ..., t_n) | 0 < t_1 = t_2 = ... = t_n \}, \\
\Omega_2 = \{ (t_1, t_2, ..., t_n) | 0 < t_1 = t_2 = ... = t_{n-1} < t_n \}, \\
\Omega_r = \{ (t_1, t_2, ..., t_n) | 0 < t_n < t_{n-1} < ... < t_1 \}.
\]

The probability distribution function of the top event is
\[
F_Y(t) = \int_0^t f_Y(t) dt.
\]

According to the formula and rule description of the continuous-time T-S dynamic fault tree analysis algorithm above, the occurrence probability of the intermediate events can be obtained, and then the occurrence probability of the top event can be gained. Finally, the reliability analysis results of the system can be obtained. In the calculation process, the bottom event occurs at the same time, for example, \( t_1 = t_2 \). This failure mode has a very low probability or is even impossible to occur in the actual project, so it can be omitted in the calculation of system reliability.

3. The Application of Continuous-Time T-S Dynamic Fault Tree

Taking the hydraulic power system of a winding trolley as an example, the continuous-time T-S dynamic fault tree is used to analyze the dynamic reliability, and the results are compared with those of the dynamic fault tree Markov chain analysis. The hydraulic principle of the winding trolley is shown in Figure 3.

The hydraulic system of tape winding machine mainly includes oil cylinder, hydraulic pump, oil pipe, and relevant valve body, which can be divided into two functional parts: first, control the movement of the winding trolley to complete the movement of the winding path; second, control the movement of the hot pressing roller. The hot pressing roller carries the tape belt extrusion die to give the required pressure during winding. The pressure can be adjusted through the overflow valve. The hydraulic system consists of three hydraulic cylinders, a double-acting piston, a single rod oil cylinder for moving the winding trolley, and two jacks for jacking up the hot pressing roll. Only the fault and normal working states of the hydraulic system are considered.

According to the working principle of the hydraulic system, firstly, the hydraulic oil reaches the quantitative hydraulic pump through the oil filter through the oil pipe. Secondly, the hydraulic oil flows through the overflow valve according to the required oil quantity and adjusts the pressure. Finally, the hydraulic oil passes through the reversing valve at a certain pressure to control the movement of the trolley and hot pressing roller. A dynamic fault tree is established by taking the fault of the control loop of the hot press roll as the top event as shown in Figure 4, where \( y \) indicates that the control circuit of the hot pressing roller is faulty, \( Y_1, Y_2, \) and \( Y_3 \) respectively, indicate that the oil of the reversing valve is abnormal, the hydraulic cylinder is damaged, and the oil is abnormal, \( G_1, G_2, \) and \( G_3 \) represent OR-gate, \( G_4 \) represents priority AND-gate, and the names of each bottom event element and its failure rate (\( \lambda_i \)) are shown in Table 4.

Assume that the hydraulic system is a two-state system and the working time of the system is \( t = 10000 \) h; the above dynamic fault tree is transformed into a T-S dynamic fault tree. \( S_1, S_2, \) and \( S_3 \) represent OR-gate and \( T_4 \) represents priority AND-gate, as shown in Figure 5.

Referring to the instance in Section 2, the T-S dynamic gate rules are calculated as follows.

Take \( T_4 \) priority AND-gate as an example; because \( T_4 \) consists of two bottom events \( X_5 \) (the tubing) and \( X_6 \) (oil filter) and one top event \( Y_3 \) (the oil is abnormal), the rule description of \( T_4 \) is calculated according to formula (1):
\[
r = 2! + 1 + \sum_{i=1}^{0} C^2_i ((i + 1))! = 3.
\]

Therefore, the number of rules of \( S_3 \) and \( S_1 \) can also be calculated according to formula (1):
\[
r = 3! + 1 + \sum_{i=1}^{1} C^3_i ((i + 1))! = 13.
\]

So, the rules of \( T_4, S_3, S_2, \) and \( S_1 \) can be described in Tables 5–8.

Use the continuous-time T-S dynamic fault tree analysis algorithm described in Section 2 to analyze and calculate the failure rates of the intermediate events and the top event \( Y_3 \).

Taking \( T_4 \) as an example, the failure rate of each event can be obtained in Table 4. According to formula (5), the probability density function of bottom events \( X_5 \) and \( X_6 \) can be expressed as
\[
f(X_5^t) = \lambda_5 \exp\left( \int_0^t -\lambda_5 \, d\tau \right) = \lambda_5 \exp(-\lambda_5 t_5),
\]
\[
f(X_6^t) = \lambda_6 \exp\left( \int_0^t -\lambda_6 \, d\tau \right) = \lambda_6 \exp(-\lambda_6 t_6).
\]

So, the possibility of rule execution \( P^*_L \) can be expressed by formula (3) as
\[
P^*_L = f(X_5^t) f(X_6^t).
\]

In the \( T_4 \) priority AND-gate, the probability density function of top event \( Y_3 \) can be obtained by simultaneous formulas (6) and (8) and the rules in Table 5.
Figure 3: Hydraulic schematic diagram of winding machine. 1, oil tank; 2, oil filter; 3, quantitative hydraulic pump; 4, relief valve; 5, pressure gauge; 6, three-position four-way solenoid valve; 7, two-position four-way solenoid valve; 8, one-way speed regulating valve; 9, winding car lifting hydraulic cylinder; 10, thin Jack.

Figure 4: Dynamic failure tree of hot pressing roller control system.

Table 4: Components corresponding to bottom events and failure rate.

<table>
<thead>
<tr>
<th>The bottom event ($X_i$)</th>
<th>Name of the event</th>
<th>Failure rate ($\lambda_i$) ($\times 10^{-6}$/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>Quantitative hydraulic pump</td>
<td>25.3</td>
</tr>
<tr>
<td>$X_2$</td>
<td>The overflow valve</td>
<td>13.8</td>
</tr>
<tr>
<td>$X_3$</td>
<td>Directional control valve</td>
<td>18.4</td>
</tr>
<tr>
<td>$X_4$</td>
<td>Jack</td>
<td>12.6</td>
</tr>
<tr>
<td>$X_5$</td>
<td>The tubing</td>
<td>15.7</td>
</tr>
<tr>
<td>$X_6$</td>
<td>Oil filter</td>
<td>19.5</td>
</tr>
</tbody>
</table>
Figure 5: T-S dynamic fault tree.

Table 5: Rule description of $T_4$.  

<table>
<thead>
<tr>
<th>Rule</th>
<th>$X_5$</th>
<th>$X_6$</th>
<th>$Y_3 (t_{y_3} - t_{x_3})$</th>
<th>$Y_3 (t_{y_3} - t_{x_3})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6: Rule description of $S_3$.  

<table>
<thead>
<tr>
<th>Rule</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>$Y_2 (t_{y_3} - t_{x_3})$</th>
<th>$Y_2 (t_{y_3} - t_{x_3})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7: Rule description of $S_2$.  

<table>
<thead>
<tr>
<th>Rule</th>
<th>$Y_3$</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$Y_1 (t_{y_3} - t_{x_3})$</th>
<th>$Y_1 (t_{y_3} - t_{x_3})$</th>
<th>$Y_1 (t_{y_3} - t_{x_3})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8: Rule description of $S_1$.  

<table>
<thead>
<tr>
<th>Rule</th>
<th>$Y_1$</th>
<th>$Y_2$</th>
<th>$Y (t_{y_2} - t_{x_2})$</th>
<th>$Y (t_{y_2} - t_{x_2})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
Therefore, the probability distribution function of \( Y_3 \) can be got according to formula (7):

\[
F_{Y_3}(t) = \int_0^t f_{Y_3}(t) \, dt = \frac{\lambda_5 \times \lambda_6}{(\lambda_5 + \lambda_6)^2} \exp\left(\frac{-\lambda_5 \times \lambda_6}{\lambda_5 + \lambda_6}t\right) + \frac{\lambda_5 \times \lambda_6}{\lambda_5 + \lambda_6} t - \frac{\lambda_5 \times \lambda_6}{(\lambda_5 + \lambda_6)^2}.
\]

When different values of \( t \) are given, the top event failure rate at the corresponding time can be obtained. For example, when \( t = 10000 \) h, the failure rate of \( Y_3 \) is 0.013659.

In summary, the calculated failure rate of the hydraulic system \( Y \) is 0.034375. The curve of failure rate changing with time is shown in Figure 6. The \( x \)-axis represents the time (t/h), and the \( y \)-axis represents the failure rate.

Next, the conventional algorithm of the dynamic fault tree is applied to transform the dynamic fault tree into a Markov chain, and the fault rate of the fault tree is solved by the state transition equation:

\[
\begin{align*}
X_1 + X_2 + X_3 + X_4, \\
X_5 \rightarrow X_1 + X_2 + X_3 + X_4 + X_6, \\
X_6 \rightarrow X_5 \rightarrow X_1 + X_2 + X_3 + X_4, \\
X_6 \rightarrow X_1 + X_2 + X_3 + X_4.
\end{align*}
\]

Take the third way as an example. When the system works normally, it enters another working state due to \( X_6 \) fault and then \( X_5 \) fault. However, since \( X_5 \) and \( X_6 \) form a logic priority and gate for the top event fault, according to \( X_6 \rightarrow X_5 \), the system will not cause system failure. Therefore, the system enters the next state and continues to work. When any bottom event of \( X_1, X_2, X_3, \) and \( X_4 \) fails, the system will fail. Therefore, it can be expressed as \( X_6 \rightarrow X_5 \rightarrow X_1 + X_2 + X_3 + X_4 \).

Based on the above system fault paths, a Markov chain is established, as shown in Figure 7.

In this figure, \( \lambda_i \) represents the probability of occurrence of each bottom event, which can be obtained according to Table 4. The numbers 1, 2, 3, and 4 represent the state, the arrow represents the state transition, and \( F_a \) represents the system fault. The state transition path is

\[
\begin{align*}
1 \rightarrow Fa, \\
1 \rightarrow 2 \rightarrow Fa, \\
1 \rightarrow 3 \rightarrow Fa, \\
1 \rightarrow 3 \rightarrow 4 \rightarrow Fa.
\end{align*}
\]

According to the results of the Markov chain, it can be transformed into the state transition matrix:

\[
T = \begin{bmatrix}
-\sum_{i=1}^{6} \lambda_i & \lambda_5 & \lambda_6 & 0 & \sum_{i=1}^{4} \lambda_i \\
0 & -\left(\lambda_6 + \sum_{i=1}^{4} \lambda_i\right) & 0 & 0 & \sum_{i=1}^{4} \lambda_i \\
0 & 0 & -\sum_{i=1}^{5} \lambda_i & \lambda_5 & \sum_{i=1}^{4} \lambda_i \\
0 & 0 & 0 & -\sum_{i=1}^{4} \lambda_i & \sum_{i=1}^{4} \lambda_i \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

Establish Markov differential equation, \( t = 0 \) h, \( P(0) = (1 0 0 0 0)^T \), \( dP(t)/dt = T^T P(t) \), and \( P(t) = (P_1(t), P_2(t), P_3(t), P_4(t), P_5(t))^T \):
The failure rate of the system is 0.034375, which is consistent with the result of the continuous-time T-S dynamic fault tree analysis algorithm.

According to the above results, the continuous-time T-S dynamic fault tree analysis method can directly quantitatively analyze the dynamic fault tree established by the dynamic system and can better describe the static, dynamic, and even multiple states of the system than the general dynamic fault tree analysis method. It expresses the possibility of the occurrence of superior events under the condition that the bottom events occur in different time sequences. In the calculation process, the problem of information explosion that may occur when using the commonly used Markov chain analysis and calculation method

\[
P_1(t) = \exp\left(-\sum_{i=1}^{6} \lambda_i t\right),
\]

\[
P_2(t) = \exp\left(-\left(\sum_{i=1}^{4} \lambda_i + \sum_{i=1}^{5} \lambda_i\right) t\right) - \exp\left(-\sum_{i=1}^{6} \lambda_i t\right),
\]

\[
P_3(t) = \exp\left(-\sum_{i=1}^{5} \lambda_i t\right) - \exp\left(-\sum_{i=1}^{6} \lambda_i t\right),
\]

\[
P_4(t) = \exp\left(-\sum_{i=1}^{4} \lambda_i t\right) - \exp\left(-\sum_{i=1}^{5} \lambda_i t\right) - \frac{\lambda_5}{\lambda_5 + \lambda_6} \exp\left(-\sum_{i=1}^{4} \lambda_i t\right) + \frac{\lambda_6}{\lambda_5 + \lambda_6} \exp\left(-\sum_{i=1}^{6} \lambda_i t\right)
\]

\[
P_5(t) = \frac{\lambda_5}{\lambda_5 + \lambda_6} \exp\left(-\sum_{i=1}^{6} \lambda_i t\right) - \frac{\lambda_6}{\lambda_5 + \lambda_6} \exp\left(-\sum_{i=1}^{4} \lambda_i t\right) - \exp\left(-\left(\lambda_6 + \sum_{i=1}^{4} \lambda_i\right) t\right) + 1.
\]
to solve the highly complex system is avoided. It can be seen that the continuous-time T-S dynamic fault tree analysis method is feasible and has certain advantages.

3.1. Importance Analysis of Continuous-Time T-S Dynamic Fault Tree. Importance is used to represent the "contribution" to the top event when the basic event occurs and can quantitatively analyze the impact of the unit on the system reliability. It is used not only for system reliability analysis to find the weak links of the system but also for system reliability improvement, reliability optimization, reliability allocation, and guiding system operation, maintenance, and diagnosis. It is an important index to measure the impact of bottom events on top events. The higher the value, the greater the impact. In the past, the traditional importance analysis of dynamic fault tree cannot realize the change of the influence of bottom events on top events when the importance changes with time. The importance analysis of the continuous-time T-S dynamic fault tree can directly reflect the change of influence degree with time.

3.1.1. Probability Importance. The probability importance formula of continuous-time T-S dynamic fault tree is as follows:

\[
I_{Pr}(X_i) = \frac{\partial \int_0^t f_Y(t)dt}{\partial F_{X_i}(t)}
\]

(19)

\(f_Y(t)\) is the top event failure probability density function, which represents the failure probability of the top event \(y\) in the next unit time \(t\); \(F_{X_i}(t)\) is the unreliability function of the bottom event \(X_i\), that is, the cumulative fault distribution function.

Since the probability importance of \(X_2\) and \(X_4\) is lower than others, it is not shown in the figure. After calculation, the probability importance of the other four bottom events with time is represented by different line types \(X_1\), \(X_2\), \(X_3\), and \(X_4\), respectively, the horizontal axis \(t\) represents the time taking 0–10000 h, and the vertical axis represents the probability importance.

Taking the bottom event \(X_2\) as an example, when \(t = 10000\) h, calculate the probability importance of the event:

\[
I_{Pr}(X_2) = \frac{\partial \int_0^t f_Y(t)dt}{\partial F_{X_2}(t)}
\]

\[
= \left[1 - F_{Y_1}(t)\right]\left[1 - F_{Y_1}(t)\right] \times \left[1 - F_{X_1}(t)\right],
\]

(20)

Calculated with data, when \(t = 10000\) h, \(I_{Pr}(X_2) = 0.54115\).

In summary, the results are shown in Figure 8.

As shown in the figure, the probability importance of the overflow valve changes the most with time without oil pipe and oil filter, the Jack is the smallest, and the order from large to small is \(X_2 > X_3 > X_1 > X_4\). The weak link of the system is the overflow valve. Since the failure rate of each bottom event itself has an impact on the probability importance, the key importance is calculated to ensure the accuracy of the results.

3.1.2. Critical Importance. The critical importance of the continuous-time T-S dynamic fault tree is

\[
I_{Cr}(X_i) = \frac{F_{X_i}(t)}{\int_0^t F_Y(t)dt}I_{Pr}(X_i).
\]

(21)

In the formula, the probability distribution function of the bottom event is compared with that of the top event, which effectively reduces the error caused by the large failure rate of the bottom event itself to the importance. The calculated image is shown in Figure 9.

It can be seen from the figure that although the critical importance is lower than the probability importance, it is \(X_1 > X_3 > X_2 > X_4\) from large to small. According to the analysis results of the two kinds of importance, the failure efficiency of the bottom event \(X_1\) itself is the largest, which
has an impact on the importance result and changes the impact on the top event. In conclusion, considering the results of critical importance, the weak link of the system is the quantitative hydraulic pump. In fault diagnosis and regular maintenance, it can be tested according to the order of importance.

This section may be divided into subheadings. It should provide a concise and precise description of the experimental results, their interpretation, and the experimental conclusions that can be drawn.

4. Conclusions

In this paper, the hydraulic system of the tape winding trolley, for example, the application of the continuous-time T-S dynamic fault tree analysis algorithm to the dynamic system reliability quantitative analysis, and the results compared with Markov chain analysis results verify the feasibility of the method and illustrate that the continuous-time T-S has the advantage of dynamic fault tree analysis method. The importance of the system is analyzed, the influence degree of different components on the hydraulic system fault with time is shown, and the weak links of the system are pointed out to provide methods for fault maintenance and prevention.
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