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This article focuses on the application of wind speed data of 4 coastal areas of Baluchistan, that is, Gawadar, Jiwani, Ormara, and Pasni on 4-Component Rayleigh Mixture Model (4-CRMM) under Bayesian context. Type I right censoring scheme is used because it is popular in reliability theory and survival analysis. To accomplish the objective, the Bayes estimates (BEs) of the parameter of the mixture model along with their posterior risks (PRs) using informative prior (IP) and noninformative prior (NIP) are obtained. Hyperparameters are obtained by employing the prior predictive method. BEs are calculated under two distinct loss functions, squared error loss function (SELF) and modified squared error loss function (MSELF). The statistical properties and performance of the BEs under said loss functions are also evaluated by simulation study for different sample sizes.

## 1. Introduction

Wind plays an important role in modifying and controlling climate and weather on our globe. It is originated by irregular heating patterns of sun on the surface of the Earth. This is rich and clean enough to produce electricity and used for different purposes. Due to power demand and lack of fossil fuels presently in the world, the use of wind resource plays a vital role in power supply. Therefore, the use of wind energy is expanding and it is increasingly becoming a new source to generate power energy. Wind is extensively available all over the world as an important resource. It has been proven fact that China, USA, India, Spain, and Germany are the sole producers of wind energy. Many other countries have also invented new and resourceful regulation for wind power, Azhar et al. [1]. In advancing wind energy plan, Pakistan is also playing a vital role. It has the capability to generate electrical power through wind energy. According to World Energy Statistics, published by IEA, Pakistan's per capita electricity consumption is onesixth of the world average. World average per capita electricity consumption is compared to Pakistan's per capita electricity consumption; $40 \%$ of Pakistanis still have no access to
electricity [2]. As we know, to utilize the power in the wind reasonably, strong wind is required, and developing wind energy clear knowledge of wind resources like location of the site, performance, condition of turbine, physical impacts of turbulence, and energy extraction is necessary. Normally, the coastal belts are considered favorable for the consistent wind resources. The geological structure, climate, and geographical position of Pakistan favors the great wind potential, Azhar et al. [1]. The theoretical and technical capability of existing wind data of the coastal belt of Baluchistan is estimated by considering population density at high wind areas Harijan et al. [3]. Pakistan Meteorological department performs vital role in spreading the network of regular meteorological stations all over the country which record wind data for research purpose.

Wind is changing with respect to space and time; therefore, regionalized study according to statistical point of view is necessary to model wind speed data. Many probability functions were fitted to represent wind data. Rayleigh distribution has proven an important candidate to model wind speed. Kiss and Jánosi [4] applied Rayleigh, Weibull, and Gamma distributions to model wind speeds over both land and sea. Abbas et al. [5] applied two-parameter

Gamma, Weibull, Lognormal, and Rayleigh and three-parameter Burr and Frechet distribution on wind data and applied different goodness of fit tests. Azhar et al. [1] presented wind data analysis of coastal region of Baluchistan using Weibull and Rayleigh models.

The combination of different probability distributions is marked as mixture model. It is used to represent a statistical population with subpopulation. In recent few years due to rapid growing computational techniques, applications of mixture models in various fields are spreading day by day. Mixture models can be formed by using the same functional form for each component, known as type I mixture models, while it may consist of different probability distributions known as type II mixture models. For the continence and simplicity, type I mixture models are more frequently used. Several authors have applied mixture modeling in various practical situations. To model the crime and justice data, Harris [6] applied mixture distributions. Mixture of normal and Laplace distributions to wind shear data was fitted by Jones and McLachlan [7]. Applications of mixture models in many fields has inspired the researchers and they have performed the classical and Bayesian analysis on two or three-component mixtures. Noor and Aslam [8] presented Bayesian inference of the Inverse Weibull mixture distribution using type I censoring. Noor et al. [9] have analyzed a mixture model formed by mixing Rayleigh and Burr XII distribution under a Bayesian setup. Aslam et al. [10] discussed 3-component mixture of Rayleigh distributions, properties and estimation under the Bayesian framework. Inspired by the stated applications of mixture models, which mainly focus on two- or three-component mixture models, we intend to introduce advancement in the field by presenting a four-component mixture model of Rayleigh distribution. Though many authors have considered the problem of modeling wind data using different probability models, it is noticed that these types of data have not been analyzed using mixture models that are far more important and flexible than simple probability distributions. So, the proposed mixture model is analyzed by applying wind speed data of four coastal areas, that is, Gawadar, Jiwani, Ormara, and Pasni of Baluchistan as coastal areas are good/competitive source of wind that can be utilized to convert into energy. The parameters of component distributions are assumed to be unknown. Two different priors and two distinct loss functions are used for Bayesian analysis.

The rest of the paper is organized as follows. The 4CRMM, likelihood function along with expressions of posterior distributions for both NIP and IP are derived in Section 2. The elicitation of hyperparameters and expressions of Bayes estimators and posterior risks are also presented in Section 2. Simulation study and real data application is in the Results and Discussions section. Finally, conclusion of the study is presented.

## 2. Materials and Methods

2.1. Four-Component Mixture of Rayleigh Distribution. If $Y$ is a Rayleigh distributed random variable with parameter $\theta_{m}$,
its probability density function (PDF) and cumulative distribution function (CDF), respectively, is

$$
\begin{align*}
f_{m}\left(y ; \theta_{m}\right) & =\frac{y}{\theta_{m}^{2}} \exp \left(-\frac{y^{2}}{2 \theta_{m}^{2}}\right), \quad y \geq 0, \theta_{m}>0, m=1,2,3,4, \\
F_{m}(y) & =1-\exp \left(-\frac{y^{2}}{2 \theta_{m}^{2}}\right), \tag{1}
\end{align*}
$$

where $y \geq 0$ and $\theta_{m}$ is the scale parameter of the distribution.
A finite 4 -CRMM with the unknown mixing proportions $p_{1}, p_{2}$, and $p_{3}$ is defined as

$$
\begin{align*}
f(y)= & p_{1} f_{1}(y)+p_{2} f_{2}(y)+p_{3} f_{3}(y) \\
& +\left(1-p_{1}-p_{2}-p_{3}\right) f_{4}(y),  \tag{2}\\
& p_{1}, p_{2}, p_{3} \geq 0, p_{1}+p_{2}+p_{3} \leq 1, \\
= & p_{1} \frac{y}{\theta_{1}^{2}} \exp \left(-\frac{y^{2}}{2 \theta_{1}^{2}}\right)+p_{2} \frac{y}{\theta_{2}^{2}} \exp \left(-\frac{y^{2}}{2 \theta_{2}^{2}}\right) \\
& +p_{3} \frac{y}{\theta_{3}^{2}} \exp \left(-\frac{y^{2}}{2 \theta_{3}^{2}}\right)+\left(1-p_{1}-p_{2}-p_{3}\right) \exp \left(-\frac{y^{2}}{2 \theta_{4}^{2}}\right), \\
y> & 0, \theta_{i}>0, i=1,2,3,4 . \tag{3}
\end{align*}
$$

The CDF of the 4 -CRMM is given by

$$
\begin{align*}
F(y)= & p_{1} F_{1}(y)+p_{2} F_{2}(y)+p_{3} F_{3}(y) \\
& +\left(1-p_{1}-p_{2}-p_{3}\right) F_{4}(y) \\
= & 1-p_{1} \exp \left(-\frac{y^{2}}{2 \theta_{1}^{2}}\right)-p_{2} \exp \left(-\frac{y^{2}}{2 \theta_{2}^{2}}\right) \\
& -p_{3} \exp \left(-\frac{y^{2}}{2 \theta_{3}^{2}}\right)-\left(1-p_{1}-p_{2}-p_{3}\right) \exp \left(-\frac{y^{2}}{2 \theta_{4}^{2}}\right) . \tag{4}
\end{align*}
$$

In Figures 1 and 2, the shape of the PDF and CDF of 4CRMM is depicted for different values of component parameters.

From Figure 1, it is noted that PDF curve of 4-CRMM for different parametric values is positively skewed and can be considered suitable to model mixture models and particularly phenomena that have such trend like wind speed, flood extremes, and so on.
2.2. The Posterior Distribution Using Noninformative and Informative Priors. We use uniform prior as a noninformative prior (NIP) and Square Root Inverted Gamma (SRIG), which has compatible functional form with Rayleigh distribution and most often used as informative prior (IP) for determining the posterior distribution such as [11].


Figure 1: PDF of 4-component mixture of the Rayleigh distributions for different values of parameters.


Figure 2: CDF of 4-component mixture of the Rayleigh distributions for different values of parameters.
2.3. The Likelihood Function. Suppose a life testing experiment is performed on 4-CRMM and $n$ units are used in the experiment. The predetermined test termination time is $t$. Let $k$ out of $n$ units be failed and the remaining $n-k$ units work till fixed test termination time. Out of $k$ failures, $k_{1}, k_{2}, k_{3}$, and $k_{4}$ failures are considered to belong to subpopulation I, subpopulation II, subpopulation III, and subpopulation IV, respectively. Uncensored observations
depend upon different failure reasons, which are $k=k_{1}+k_{2}+k_{3}+k_{4}$. Now, let a random variable $y_{j i}$ such that, $0<y_{j i} \leq t$ be the observed failure time of the $i^{\text {th }}$ unit that belongs to the $j^{\text {th }}$ subpopulation, where $j=1,2,3,4$ and $i=1$, $2, \ldots, k_{j}$.

The likelihood function of the 4 -CRMM when data is type I right censored (see Everitt and Hand [12]) is

$$
\begin{equation*}
L(\varphi \mid y) \propto\left\{\prod_{i=1}^{k_{1}} p_{1} f_{1}\left(y_{1 i}\right)\right\}\left\{\prod_{i=1}^{k_{2}} p_{2} f_{2}\left(y_{2 i}\right)\right\}\left\{\prod_{i=1}^{k_{3}} p_{3} f_{3}\left(y_{3 i}\right)\right\}\left\{\prod_{i=1}^{k_{4}} p_{4} f_{4}\left(y_{4 i}\right)\right\}\{1-F(t)\}^{n-k} \tag{5}
\end{equation*}
$$

After simplifying, the likelihood function of 4-CRMM becomes

$$
\begin{align*}
& L(\phi \mid y) \propto \theta_{1}^{-2 k_{1}} \theta_{2}^{-2 k_{2}} \theta_{3}^{-2 k_{3}} \theta_{4}^{-2 k_{4}} p_{1}^{n-k-a+k_{1}} p_{2}^{a-b+k_{2}} p_{3}^{b-c+k_{3}}\left(1-p_{1}-p_{2}-p_{3}\right)^{c+k_{4}} \\
& \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \exp \left\{-\frac{1}{\theta_{1}^{2}}\left((n-k-a) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{1}} y_{1 i}^{2}\right)\right\} \exp \left\{-\frac{1}{\theta_{2}^{2}}\left((a-b) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{2}} y_{2 i}^{2}\right)\right\}  \tag{6}\\
& \exp \left\{-\frac{1}{\theta_{3}^{2}}\left((b-c) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{3}} y_{3 i}^{2}\right)\right\} \exp \left\{-\frac{1}{\theta_{4}^{2}}\left(c \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{4}} y_{4 i}^{2}\right)\right\},
\end{align*}
$$

where $\quad y=\left(y_{11}, y_{12}, \ldots, y_{1 k_{1}}, y_{21}, y_{22}, \ldots, y_{2 k_{2}}, y_{31}\right.$, $y_{32}, \ldots, y_{3 k_{3}}$ ) are the recorded failing times for the uncensored observations and $\varphi=\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}, p_{1}, p_{2}, p_{3}\right)$.
2.4. The Posterior Distribution Using Uniform Prior (UP). The NIP is expected to be the UP when slight prior information is specified. Laplace [13] and Geisser [14] proposed that it is possible to select UP for unknown parameters. A UP for a parameter $\theta$ is symbolized as $p(\theta) \propto 1$. Ups over the intervals $(0, \infty)$ and $(0,1)$ are taken for the parameters
$\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right)$ of Rayleigh distribution and for the mixing proportions ( $p_{1}, p_{2}, p_{3}$ ), respectively. Assuming parameters to be independent and joint prior distribution of parameters $\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}, p_{1}, p_{2}, p_{3}\right)$ is given by
$\pi_{1}(\varphi) \propto 1, \theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}>0, p_{1}, p_{2}, p_{3} \geq 0, p_{1}+p_{2}+p_{3} \leq 1$.

The joint posterior distribution of $\varphi$ given data $y$ using UP is expressed by

## $q_{1}(\varphi \mid y) \propto L(\varphi \mid y) \pi_{1}(\varphi)$,

$$
\begin{equation*}
q_{1}(\varphi \mid y)=\frac{\sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \exp \left\{-Z_{11} / \theta_{1}^{2}\right\} \exp \left\{-Z_{21} / \theta_{2}^{2}\right\} \exp \left\{-Z_{31} / \theta_{3}^{2}\right\} \exp \left\{-Z_{41} / \theta_{4}^{2}\right\} p_{1}^{U_{01}-1} p_{2}^{V_{01}-1} p_{3}^{W_{01}-1}\left(1-p_{1}-p_{2}-p_{3}\right)^{X_{01}-1}}{\Delta_{1} \theta_{1}^{2 M_{11}+1} \theta_{2}^{2 M_{21}+1} \theta_{3}^{2 M_{31}+1} \theta_{4}^{2 M_{41}+1}} \tag{8}
\end{equation*}
$$

where $M_{11}=k_{1}-(1 / 2), M_{21}=k_{2}-(1 / 2), M_{31}=k_{3}-(1 / 2)$, $M_{41}=k_{4}-(1 / 2), U_{01}=n-k-a+k_{1}+1, V_{01}=a-b+k_{2}+1$,

$$
\begin{align*}
W_{01}= & b-c+k_{3}+1, X_{01}=c+k_{4}+1, Z_{11}=(n-k-a) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{1}} y_{1 i}^{2}, Z_{21}=(a-b) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{2}} y_{2 i}^{2}, \\
Z_{31}= & (b-c) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{3}} y_{3 i}^{2}, Z_{41}=(c) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{4}} y_{4 i}^{2}, \Delta_{1}=\frac{1}{16} \Gamma\left(M_{11}\right) \Gamma\left(M_{21}\right) \Gamma\left(M_{31}\right) \Gamma\left(M_{41}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a-b} \sum_{c=0}^{b-c}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \\
& B\left(U_{01}, V_{01}, W_{01}, X_{01}\right) Z_{11}^{-M_{11}} Z_{21}^{-M_{21}} Z_{31}^{-M_{31}} Z_{41}^{-M_{41}} . \tag{9}
\end{align*}
$$

2.5. The Posterior Distribution Using SRIGP. Bayesian estimation needs specifying independent priors for the parameters of the model. Informative prior may provide more efficient Bayes estimates with lower posterior risks. We use Square Root Inverted Gamma prior SRIGP as an informative
prior for determining the posterior distributions of the 4CRMM for the component parameters $\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right)$ and bivariate beta prior for proportion parameters $\left(p_{1}, p_{2}, p_{3}\right)$. Assuming independence of all parameters, the joint prior distribution of $\varphi$ is given as

$$
\begin{align*}
& \pi_{2}(\varphi) \propto \theta_{1}^{-\left(2 e_{1}+1\right)} \exp \left(\frac{f_{1}}{\theta_{1}^{2}}\right) \theta_{2}^{-\left(2 e_{2}+1\right)} \exp \left(\frac{f_{2}}{\theta_{2}^{2}}\right) \theta_{3}^{-\left(2 e_{3}+1\right)} \exp \left(\frac{f_{3}}{\theta_{3}^{2}}\right) \theta_{4}^{-\left(2 e_{4}+1\right)} \exp \left(\frac{f_{4}}{\theta_{4}^{2}}\right)  \tag{10}\\
& p_{1}^{e-1} p_{2}^{f-1} p_{3}^{g-1}\left(1-p_{1}-p_{2}-p_{3}\right) .
\end{align*}
$$

The joint posterior distribution of $\varphi$ given data $y$ by using SRIGP is given by

$$
\begin{equation*}
q_{2}(\varphi \mid y) \propto L(\varphi \mid y) \pi_{2}(\varphi) \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
q_{2}(\varphi \mid y)=\frac{\sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \exp \left(-\left(Z_{12} / \theta_{1}^{2}\right)\right) \exp \left(-\left(Z_{22} / \theta_{2}^{2}\right)\right) \exp \left(-\left(Z_{32} / \theta_{3}^{2}\right)\right) \exp \left(-\left(Z_{42} / \theta_{4}^{2}\right)\right) p_{1}^{U_{02}-1} p_{2}^{V_{02}-1} p_{3}^{W_{02}-1}\left(1-p_{1}-p_{2}-p_{3}\right)^{X_{02}-1}}{\Delta_{2} \theta_{1}^{2 M_{12}+1} \theta_{2}^{2 M_{22}+1} \theta_{3}^{2 M_{32}+1} \theta_{4}^{2 M_{42}+1}}, \tag{12}
\end{equation*}
$$

where $M_{12}=k_{1}+e_{1}, M_{22}=k_{2}+e_{2}, M_{32}=k_{3}+e_{3}, \quad M_{42}=$ $k_{4}+e_{4}, U_{02}=n-k-a+k_{1}+e, \quad V_{02}=a-b+k_{2}+f$,

$$
\begin{aligned}
W_{02}= & b-c+k_{3}+g, X_{02}=c+k_{4}+g, Z_{12}=(n-k-a) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{1}} y_{1 i}^{2}+f_{1}, Z_{22}=(a-b) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{2}} y_{2 i}^{2}+f_{2}, \\
Z_{32}= & (b-c) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{3}} y_{3 i}^{2}+f_{3}, Z_{44}=(c) \frac{t^{2}}{2}+\frac{1}{2} \sum_{i=1}^{k_{4}} y_{4 i}^{2}+f_{4}, \Delta_{2} \\
= & \frac{1}{16} \Gamma\left(M_{12}\right) \Gamma\left(M_{22}\right) \Gamma\left(M_{32}\right) \Gamma\left(M_{42}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a-b} \sum_{c=0}^{b-c}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \\
& B\left(U_{02}, V_{02}, W_{02}, X_{02}\right) Z_{12}^{-M_{12}} Z_{22}^{-M_{22}} Z_{32}^{-M_{32}} Z_{42}^{-M_{42} .}
\end{aligned}
$$

2.6. Elicitation of Hyperparameters. Elicitation is an important step in subjective Bayesian. It is the method, which specifies the prior distribution of random parameters. It is the way of quantifying prior information of the random parameters. Aslam [15] and Hanh [16] have suggested different procedures of elicitation based upon prior predictive distribution.
2.6.1. The Prior Predictive Distribution. It is the distribution of unobserved data point and is the product of the prior and the single variable density. Here, the uncertainty in the parameter is averaged and a distribution is obtained for the unobserved data point and is defined as

$$
\begin{equation*}
p(y)=\int_{0}^{\infty} p(\theta) f(y ; \theta) \mathrm{d} \theta \tag{14}
\end{equation*}
$$

2.6.2. Elicitation of Hyperparameters Using SRIG Prior. The prior predictive distribution assuming the SRIGP for a random variable $Y$ is given as

$$
\begin{equation*}
p(y)=\int_{\varphi} f(y \mid \varphi) \pi_{2}(\varphi) \mathrm{d} \varphi . \tag{15}
\end{equation*}
$$

By substituting (4) and (12) into (16), we get

$$
\begin{equation*}
p(y)=\frac{1}{e+f+g+h}\left[\frac{e e_{1} f_{1}^{e_{1}} y}{\left(f_{1}+\left(y^{2} / 2\right)\right)^{e_{1}+1}} \frac{f e_{2} f_{2}^{e_{2}} y}{\left(f_{2}+\left(y^{2} / 2\right)\right)^{e_{2}+1}} \frac{g e_{3} f_{3}^{e_{3}} y}{\left(f_{3}+\left(y^{2} / 2\right)\right)^{e_{3}+1}} \frac{h e_{4} f_{4}^{e_{4}} y}{\left(f_{4}+\left(y^{2} / 2\right)\right)^{e_{4}+1}}\right] \tag{16}
\end{equation*}
$$

Using the prior predictive distribution given in (16), we have considered twelve intervals $(0,1),(1,2),(2,3),(3,4),(4$, $5),(5,6),(6,7),(7,8),(8,9),(9,10),(10,11)$, and $(11,12)$
having probabilities $0.12,0.26,0.24,0.15,0.10,0.05,0.03$, $0.02,0.01,0.06,0.20$, and 0.35 , respectively, that express an experienced point of view. The following twelve equations
using (17) are solved simultaneously in Mathematica package for eliciting the hyperparameters $e_{1}, e_{2}, e_{3}, e_{4}, f_{1}, f_{2}$, $f_{3}, f_{4}, e, f, g$ and $h$ as

$$
\begin{align*}
& \int_{0}^{1} p(y) \mathrm{d} y=0.12, \int_{1}^{2} p(y) \mathrm{d} y=0.26, \int_{2}^{3} p(y) \mathrm{d} y=0.24, \\
& \int_{3}^{4} p(y) \mathrm{d} y=0.15, \int_{4}^{5} p(y) \mathrm{d} y=0.10, \int_{5}^{6} p(y) \mathrm{d} y=0.05, \\
& \int_{6}^{7} p(y) \mathrm{d} y=0.03, \int_{7}^{8} p(y) \mathrm{d} y=0.02, \int_{8}^{9} p(y) \mathrm{d} y=0.01, \\
& \int_{9}^{10} p(y) \mathrm{d} y=0.06, \int_{10}^{11} p(y) \mathrm{d} y=0.20, \int_{11}^{12} p(y) \mathrm{d} y=0.35 . \tag{17}
\end{align*}
$$

The elicited values of hyperparameters $e_{1}, e_{2}, e_{3}, e_{4}, f_{1}, f_{2}, f_{3}, f_{4}, e, f, g$ and $h$ are 2.795, 2.641, 2.397, 2.346, 2.179, 2.026, 1.872, 1.718, 1.564, 1.410, 1.256 and 1.103 respectively.
2.7. Bayes Estimators and Posterior Risks Using the UP and SRIGP under SELF and MSELF. If $\widehat{\theta}$ is a Bayes estimator,
then $\rho(\hat{\theta})$ is called posterior risk and is defined as $\rho(\widehat{\theta})=E_{\theta \mid y}\{L(\theta, \widehat{\theta})\}$. The purpose of this study is to look for efficient Bayes estimators of the different parameters of the mixture model used to analyze wind speed. There is no hard and fast rule to decide about loss function, so to fulfil the required purpose, two different loss functions, namely, SELF and MSELF, are used to obtain Bayes estimators and their posterior risks. A suitable loss function is chosen on the basis of obtained posterior risk. The SELF, defined as $L(\theta, \widehat{\theta})=(\theta-\widehat{\theta})^{2}$, was introduced by Legendre [17] to develop the least squares theory. MSELF was presented by DeGroot [18], and it is defined as $L(\theta, \widehat{\theta})=\{\theta-\widehat{\theta} / \widehat{\theta}\}^{2}$. For a given prior, the Bayes estimator and posterior risk under SELF is calculated as $\hat{\theta}=E_{\theta \mid y}(\theta)$ and $\rho(\widehat{\theta})=E_{\theta \mid y}\left(\theta^{2}\right)-\left\{E_{\theta \mid y}(\theta)\right\}^{2}$, respectively. Similarly, the Bayes estimators and posterior risks with MSELF are calculated as $\hat{\theta}=E_{\theta \mid y}\left(\theta^{2} \mid y\right) / E_{\theta \mid y}(\theta \mid y) \quad$ and $\rho(\widehat{\theta})=\operatorname{var}(\theta \mid y) / E_{\theta \mid y}(\theta \mid y)$, respectively.

Bayes estimators and posterior risks using the UP and SRIGP for parameters $\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}, p_{1}, p_{2}$ and $p_{3}$ under SELF are given as follows:

$$
\begin{align*}
& \widehat{\theta}_{i v}=\frac{\prod_{i \neq j} \Gamma\left(M_{i v}-0.5\right) \Gamma\left(M_{j v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \prod_{i \neq j} Z_{i v}^{-\left(M_{i v}-0.5\right)} Z_{j v}^{-M_{j v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}, X_{0 v}\right), \quad i, j=1,2,3,4, \\
& \hat{p}_{1 v}=\frac{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}+1, V_{0 v}, W_{0 v}, X_{0 v}\right), \\
& \hat{p}_{2 v}=\frac{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}+1, W_{0 v}, X_{0 v}\right), \\
& \hat{p}_{3 v}=\frac{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}+1, X_{0 v}\right), \\
& \rho\left(\hat{\theta}_{i v}\right)=\frac{\prod_{i \neq j} \Gamma\left(M_{i v}-1\right) \Gamma\left(M_{j v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \prod_{i \neq j} Z_{i v}^{-\left(M_{i v}-1\right)} Z_{j v}^{-M_{j v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}, X_{0 v}\right)-\left(\hat{\theta}_{i v}\right)^{2}, \quad i, j=1,2,3,4, \\
& \rho\left(\hat{p}_{1 v}\right)=\frac{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}+2, V_{0 v}, W_{0 v}, X_{0 v}\right)-\left(\hat{p}_{1 v}\right)^{2}, \\
& \rho\left(\hat{p}_{2 v}\right)=\frac{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}+2, W_{0 v}, X_{0 v}\right)-\left(\hat{p}_{2 v}\right)^{2}, \\
& \rho\left(\hat{p}_{3 v}\right)=\frac{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right)}{16 \Delta_{v}} \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}+2, X_{0 v}\right)-\left(\hat{p}_{3 v}\right)^{2} . \tag{18}
\end{align*}
$$

Bayes estimators and posterior risks using the UP and the SRIGP under MSELF are

$$
\begin{aligned}
& \hat{\theta}_{i v}=\left\{\frac{\prod_{i \neq j} \Gamma\left(M_{i v}-1\right) \Gamma\left(M_{j v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c}}{\prod_{i \neq j} \Gamma\left(M_{i v}-0.5\right) \Gamma\left(M_{j v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c}} \frac{\prod_{i \neq j} Z_{i v}^{-\left(M_{i v}-1\right)} Z_{j v}^{-M_{j v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}, X_{0 v}\right)}{\prod_{i \neq j} Z_{i v}^{-\left(M_{i v}-0.5\right)} Z_{j v}^{-M_{j v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}, X_{0 v}\right)}\right\}, \quad i, j=1,2,3,4, \\
& \widehat{p}_{1 v}=\left\{\begin{array}{c}
\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \\
\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \\
Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}+2, V_{0 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}+1, V_{0 v}, X_{0 v}\right)\right. \\
c
\end{array}\right\}, \\
& \widehat{p}_{2 v}=\left\{\begin{array}{c}
\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \\
\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \\
Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}+2, W_{0 v}+1, W_{0 v}, X_{0 v}\right)\right.
\end{array}\right\}, \\
& \widehat{p}_{3 v}=\left\{\frac{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c}}{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c}} \frac{Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}+2, X_{0 v}\right)}{Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}+1, X_{0 v}\right)}}\right\}, \\
& \rho\left(\hat{\theta}_{i v}\right)=1-\frac{\left\{\prod_{i \neq j} \Gamma\left(M_{i v}-0.5\right) \Gamma\left(M_{j v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \prod_{i \neq j} Z_{i v}^{-\left(M_{i v}-0.5\right)} Z_{j v}^{-M_{j v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}, X_{0 v}\right)\right\}}{\prod_{i \neq j} \Gamma\left(M_{i v}-1\right) \Gamma\left(M_{j v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} \prod_{i \neq j} Z_{i v}^{-\left(M_{i v}-1\right)} Z_{j v}^{-M_{j v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}, X_{0 v}\right)}, \quad i, j=1,2,3,4, \\
& \rho\left(\widehat{p}_{1 v}\right)=1-\frac{\left\{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}+1, V_{0 v}, W_{0 v}, X_{0 v}\right)\right\}}{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}+2, V_{0 v}, W_{0 v}, X_{0 v}\right) \times 16 \Delta_{v}}, \\
& \rho\left(\hat{p}_{2 v}\right)=1-\frac{\left\{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}+1, W_{0 v}, X_{0 v}\right)\right\}}{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}+2, W_{0 v}, X_{0 v}\right) \times 16 \Delta_{v}}, \\
& \rho\left(\widehat{p}_{3 v}\right)=1-\frac{\left\{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}+1, X_{0 v}\right)\right\}}{\Gamma\left(M_{1 v}\right) \Gamma\left(M_{2 v}\right) \Gamma\left(M_{3 v}\right) \Gamma\left(M_{4 v}\right) \sum_{a=0}^{n-k} \sum_{b=0}^{a} \sum_{c=0}^{b}\binom{n-k}{a}\binom{a}{b}\binom{b}{c} Z_{1 v}^{-M_{1 v}} Z_{2 v}^{-M_{2 v}} Z_{3 v}^{-M_{3 v}} Z_{4 v}^{-M_{4 v}} B\left(U_{0 v}, V_{0 v}, W_{0 v}+2, X_{0 v}\right) \times 16 \Delta_{v}},
\end{aligned}
$$

Where $v=1$ for UP $v=2$ for SRIGP.

## 3. Results and Discussions

3.1. Simulation Study. To investigate the behavior of the estimators under NIP and IP, the simulation consisting of 500 repetition is conducted and the average results are obtained. Random sample for 4 -CRMM is obtained from $p_{1} n, p_{2} n, p_{3} n$ and $\left(1-p_{1}-p_{2}-p_{3}\right) n$, respectively. The observations higher than the fixed test termination time $t=8$ are declared as censored observations. Failed observations are classified either as member of subpopulation I, subpopulation II, subpopulation III, or subpopulation IV of 4CRMM. BEs of 4-CRMM are estimated based upon different sample sizes. Simulated results for two sets of parameters $\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}, p_{1}, p_{2}, p_{3}\right)=(4,3.9,3.5,5,0.30,0.20,0.15)$ and $(3,2.9,2.5,4,0.30,0.20,0.15)$ are taken for $n=200,300$, 400, and 500 under SELF and MSELF. The BEs and PRs have been computed using Mathematica 11.0. The results are provided in Tables 1-4, respectively.

In Table 1, BEs and PRs are estimated assuming UP, and it is observed that while increasing the sample sizes, the values of the BEs become closer to the true parametric values. Under SELF and MSELF, overestimation in the values of $\theta_{1}, \theta_{2}, \theta_{3}$ and underestimation in $\theta_{4}$ are seen. Among SELF and MSELF the estimators of SELF are closer to parametric values. It is also observed that under MSELF we have less PRs as compared to the SELF. For the same parametric values Bes and PRs under SRIGP are estimated in (Table 3). Under estimation is observed in the estimates obtained from SELF while a slight over estimation is noticed in the values of $\theta_{1}, \theta_{2}, \theta_{3}$ and under estimation in $\theta_{4}$ which are obtained from MSELF. Here, it is again observed that increase in sample size allows the estimated values move towards the parametric values. MSELF is showing minimum risks. In (Table 2) second set of parametric values are considered assuming UP. Minimal over estimation under SELF is noticed for $\theta_{1}, \theta_{2}$ and $\theta_{3}$ and under estimation can be seen for $n=200$ and 300 for $\theta_{4}$, at $n=400$ and 500 under both loss functions estimated values are equal to the parametric values. Fluctuation is observed in the values of $\theta_{2}$, and again MSELF provides less PRs than SELF. For the same parametric values, BEs and PRs under SRIGP are estimated in Table 4. It is concluded from the simulated results that for both sets of parametric values, UP is observed better as it provides minimum risks.
3.2. Real Data Application. As wind is changing with respect to space and time, so regionalized study according to statistical point of view is necessary to model wind speed data. Rayleigh model has been found more flexible and suitable to analyze wind speed data as compared to other distributions; therefore, we consider 4-CRMM to conduct Bayesian analysis of wind speed data. Mixture models can be formed by using same functional form for each component, known as type I mixture models, while it may consist of different probability distributions known as type II mixture models. For the convenience and simplicity, type I mixture models are more frequently used. The wind data is statistically analyzed by selecting four locations of coastal belt (Gawadar,

Jiwani, Ormara, and Pasni) of Baluchistan for the period of sixteen years from 2003 to 2018. The daily wind speed data (in knots) of four coastal belts including Gawadar, Jiwani, Ormara, and Pasni of the Province Baluchistan are taken from the Pakistan Metrology Department from 2003 to 2018. The wind data (in knots) is converted into $\mathrm{km} / \mathrm{h}$. This data is used to analyze the proposed four components mixture model assuming type I censoring scheme. In type I censoring experiment is stopped at some predetermined time or on unavailability of test equipment. As the wind of speed more than $54 \mathrm{~km} / \mathrm{h}$ damages the turbine, hence, the turbine is stopped immediately when this threshold level is encountered. So, $54 \mathrm{~km} / \mathrm{h}$ is fixed as censoring point. Further, more different seasons have different trends in wind; the data for each year are divided into four quarters which are considered to form four components of mixture model. For every quarter, the maximum value of the month is selected. According to this arrangement of values for 16 years, each quarter has 48 values and, overall, 192 values in each region. Furthermore, goodness of fit of data to Rayleigh model is checked using a command Distribution FitTest in Mathematica, which returned test statistic from Cramér-von Mises test of 0.11 against $p$ value 0.278 . So, the null hypothesis that the data is distributed according to the Rayleigh distribution is not rejected at the 5 percent level based on the Cramér-von Mises test.

Summary information from real data (Gawadar) for 4CRMM is

$$
\begin{align*}
T & =54, n=192, \sum_{i=1}^{k_{1}} y_{1 i}^{2}=5947.09613 \\
\sum_{i=1}^{k_{2}} y_{2 i}^{2} & =76003.24274, \sum_{i=1}^{k_{3}} y_{3 i}^{2}=67054.62321 \\
\sum_{i=1}^{k_{4}} y_{4 i}^{2} & =45963.98795  \tag{20}\\
k_{1} & =46, k_{2}=48, k_{3}=47, k_{4}=46 \\
k & =k_{1}+k_{2}+k_{3}+k_{4}=187 \\
n-k & =5
\end{align*}
$$

Summary information from real data (Jiwani) for 4CRMM is

$$
\begin{align*}
T & =54, n=192, \sum_{i=1}^{k_{1}} y_{1 i}^{2}=36713.87027 \\
\sum_{i=1}^{k_{2}} y_{2 i}^{2} & =36699.9728, \sum_{i=1}^{k_{3}} y_{3 i}^{2}=25285.25229 \\
\sum_{i=1}^{k_{4}} y_{4 i}^{2} & =22503.60014  \tag{21}\\
k_{1} & =48, k_{2}=47, k_{3}=46, k_{4}=47 \\
k & =k_{1}+k_{2}+k_{3}+k_{4}=188 \\
n-k & =4
\end{align*}
$$

Table 1: The BEs and PRs assuming UP under SELF and MSELF with $\theta_{1}=4, \theta_{2}=3.9, \theta_{3}=3.5, \theta_{4}=5, p_{1}=0.30, p_{2}=0.20, p_{3}=0.15, T=8$.

| $n$ | $\widehat{\theta}_{1}$ | $\widehat{\theta}_{2}$ | $\widehat{\theta}_{3}$ | $\widehat{\theta}_{4}$ | $\widehat{p}_{1}$ | $\widehat{p}_{2}$ | $\widehat{p}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Squared error loss function |  |  |  |  |  |  |  |
| 200 | 4.08868 (0.42321) | 4.09970 (0.65236) | 3.79103 (0.74415) | 4.75433 (0.48290) | 0.30315 (0.00216) | 0.20896 (0.00165) | 0.16024 (0.00121) |
| 300 | 4.07078 (0.28483) | 4.07008 (0.48680) | 3.73430 (0.49361) | 4.78067 (0.35911) | 0.30319 (0.00148) | 0.20814 (0.00122) | 0.15874 (0.00081) |
| 400 | 4.05698 (0.22202) | 4.02392 (0.35165) | 3.66397 (0.33533) | 4.82012 (0.26959) | 0.30360 (0.00161) | 0.20585 (0.00087) | 0.15593 (0.00057) |
| 500 | 4.05866 (0.19648) | 4.04402 (0.30907) | 3.63822 (0.26589) | 4.84483 (0.24631) | 0.30311 (0.00098) | 0.20626 (0.00076) | 0.15478 (0.00044) |
| Modified squared error loss function |  |  |  |  |  |  |  |
| 200 | 4.19218 (0.02469) | 4.25883 (0.03736) | 3.98733 (0.04923) | 4.85590 (0.02092) | 0.31028 (0.02296) | 0.21684 (0.03642) | 0.16779 (0.04500) |
| 300 | 4.14074 (0.01690) | 4.18969 (0.02855) | 3.86648 (0.03419) | 4.85578 (0.01547) | 0.30806 (0.01585) | 0.21399 (0.02739) | 0.16385 (0.03114) |
| 400 | 4.11170 (0.01331) | 4.11130 (0.02126) | 3.75549 (0.02437) | 4.87603 (0.01147) | 0.30744 (0.01725) | 0.21006 (0.02012) | 0.15956 (0.02291) |
| 500 | 4.10707 (0.01179) | 4.12044 (0.01855) | 3.71130 (0.01969) | 4.89567 (0.01038) | 0.30636 (0.00323) | 0.20993 (0.01755) | 0.15764 (0.01803) |

Table 2: The BEs and PRs assuming UP under SELF and MSELF with $\theta_{1}=3, \theta_{2}=2.9, \theta_{3}=2.5, \theta_{4}=4, p_{1}=0.30, p_{2}=0.20, p_{3}=0.15, T=8$.

| $n$ | $\hat{\theta}_{1}$ | $\hat{\theta}_{2}$ | $\hat{\theta}_{3}$ | $\hat{\theta}_{4}$ | $\hat{p}_{1}$ | $\hat{p}_{2}$ | $\widehat{p}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Squared error loss function |  |  |  |  |  |  |  |
| 200 | 3.03695 (0.12485) | 3.00299 (0.09846) | 2.61160 (0.16071) | 3.87367 (0.16662) | 0.30284 (0.00160) | 0.20410 (0.00125) | 0.15350 (0.00067) |
| 300 | 3.01314 (0.08713) | 2.97731 (0.14390) | 2.56863 (0.10095) | 3.96828 (0.12098) | 0.30051 (0.00079) | 0.20229 (0.00059) | 0.15224 (0.00043) |
| 400 | 3.02666 (0.05632) | 2.95861 (0.07994) | 2.54267 (0.08794) | 4.00931 (0.07835) | 0.30064 (0.00059) | 0.20290 (0.00043) | 0.15169 (0.00032) |
| 500 | 3.05018 (0.05272) | 2.91776 (0.07378) | 2.52261 (0.05308) | 4.02139 (0.06326) | 0.30075 (0.00047) | 0.20166 (0.00035) | 0.15114 (0.00026) |
| Modified squared error loss function |  |  |  |  |  |  |  |
| 200 | 3.07806 (0.01336) | 3.06908 (0.02153) | 2.67314 (0.02302) | 3.91669 (0.01098) | 0.30666 (0.01723) | 0.21025 (0.02913) | 0.15785 (0.02765) |
| 300 | 3.04206 (0.00951) | 3.02564 (0.01597) | 2.60793 (0.01507) | 3.99877 (0.00726) | 0.30285 (0.00868) | 0.20520 (0.01421) | 0.15508 (0.01821) |
| 400 | 3.04527 (0.00611) | 2.98563 (0.00905) | 2.57727 (0.01342) | 4.02885 (0.00485) | 0.30259 (0.00649) | 0.20503 (0.01034) | 0.15380 (0.00211) |
| 500 | 3.06746 (0.00563) | 2.94304 (0.00859) | 2.54365 (0.00827) | 4.03712 (0.00390) | 0.30231 (0.00517) | 0.20341 (0.00853) | 0.15284 (0.01413) |

Table 3: The BEs and PRs assuming SRIGP under SELF and MSELF with $\theta_{1}=4, \theta_{2}=3.9, \theta_{3}=3.5, \theta_{4}=5, p_{1}=0.30, p_{2}=0.20, p_{3}=0.15, T=8$.

| $n$ | $\widehat{\theta}_{1}$ | $\hat{\theta}_{2}$ | $\widehat{\theta}_{3}$ | $\hat{\theta}_{4}$ | $\widehat{p}_{1}$ | $\widehat{p}_{2}$ | $\widehat{p}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Squared error loss function |  |  |  |  |  |  |  |
| 200 | 3.31438 (2.48738) | 3.25585 (2.49070) | 2.93230 (2.23986) | 4.40829 (2.11914) | 0.30268 (0.00217) | 0.20491 (0.00164) | 0.15658 (0.00109) |
| 300 | 3.31794 (2.34743) | 3.31319 (2.32170) | 2.97941 (2.02578) | 4.51047 (1.93181) | 0.30119 (0.00151) | 0.20374 (0.00114) | 0.15427 (0.00072) |
| 400 | 3.33879 (2.30773) | 3.30476 (2.20276) | 2.97337 (1.92335) | 4.51421 (1.85773) | 0.30179 (0.00123) | 0.20255 (0.00086) | 0.15374 (0.00054) |
| 500 | 3.36101 (2.24819) | 3.36314 (2.17708) | 2.96143 (1.8379) | 4.50919 (1.78706) | 0.30183 (0.00097) | 0.20405 (0.00072) | 0.15301 (0.00041) |
| Modified squared error loss function |  |  |  |  |  |  |  |
| 200 | 4.06486 (0.18463) | 4.02084 (0.19026) | 3.69616 (0.20666) | 4.88901 (0.09833) | 0.30987 (0.02314) | 0.21292 (0.03759) | 0.16356 (0.04256) |
| 300 | 4.02544 (0.17576) | 4.01394 (0.17458) | 3.65934 (0.18581) | 4.93876 (0.08672) | 0.30617 (0.01637) | 0.20934 (0.02673) | 0.15894 (0.02936) |
| 400 | 4.02199 (0.17151) | 3.97132 (0.16784) | 3.62023 (0.17868) | 4.92574 (0.08355) | 0.30587 (0.01332) | 0.20681 (0.02053) | 0.15728 (0.02233) |
| 500 | 4.02998 (0.16598) | 4.01047 (0.16141) | 3.58191 (0.17326) | 4.90551 (0.08079) | 0.30506 (0.01053) | 0.20760 (0.01610) | 0.15574 (0.01721) |

Table 4: The BEs and PRs assuming SRIGP under SELF and MSELF with $\theta_{1}=3, \theta_{2}=2.9, \theta_{3}=2.5, \theta_{4}=4, p_{1}=0.30, p_{2}=0.20, p_{3}=0.15, T=8$.

| $n$ | $\widehat{\theta}_{1}$ | $\widehat{\theta}_{2}$ | $\widehat{\theta}_{3}$ | $\widehat{\theta}_{4}$ | $\widehat{p}_{1}$ | $\widehat{p}_{2}$ | $\widehat{p}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Squared error loss function |  |  |  |  |  |  |  |
| 200 | 2.14184 (1.78407) | 2.18291 (1.75315) | 1.71560 (1.34172) | 3.54195 (1.62054) | 0.30064 (0.00156) | 0.20260 (0.00078) | 0.15283 (0.00063) |
| 300 | 2.19926 (1.77155) | 2.19476 (1.64732) | 1.79825 (1.33818) | 3.57108 (1.60292) | 0.30040 (0.00078) | 0.20088 (0.00058) | 0.15172 (0.00043) |
| 400 | 2.18105 (1.73393) | 2.21492 (1.66310) | 1.77427 (1.29580) | 3.54935 (1.54917) | 0.29938 (0.00059) | 0.20188 (0.00044) | 0.15101 (0.00033) |
| 500 | 2.22727 (1.73851) | 2.20215 (1.60794) | 1.80647 (1.29951) | 3.56848 (1.52152) | 0.30089 (0.00047) | 0.20106 (0.00035) | 0.15133 (0.00026) |
| Modified squared error loss function |  |  |  |  |  |  |  |
| 200 | 2.97480 (0.28001) | 2.98604 (0.26896) | 2.49767 (0.31312) | 3.99948 (0.11440) | 0.30448 (0.01704) | 0.20691 (0.01861) | 0.15115 (0.02727) |
| 300 | 3.00478 (0.26808) | 2.94533 (0.25483) | 2.55424 (0.29270) | 4.01994 (0.11166) | 0.30210 (0.00857) | 0.20375 (0.01417) | 0.15456 (0.01834) |
| 400 | 2.97604 (0.26713) | 2.96581 (0.25318) | 2.50450 (0.29160) | 3.98582 (0.1050) | 0.30236 (0.00654) | 0.20408 (0.01070) | 0.15318 (0.01427) |
| 500 | 3.00783 (0.25951) | 2.93232 (0.24901) | 2.52583 (0.28480) | 3.99489 (0.10673) | 0.30244 (0.00516) | 0.20203 (0.00858) | 0.15304 (0.01123) |

Table 5: BEs and PRs assuming UP using real data sets under SELF and MSELF ( $n=192, T=54 \mathrm{~km} / \mathrm{h}$ ).

| Regions | $\hat{\theta}_{1}$ | $\hat{\theta}_{2}$ | $\hat{\theta}_{3}$ | $\hat{\theta}_{4}$ | $\hat{p}_{1}$ | $\hat{p}_{3}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Squared error loss function |  |  |  |  |  |  |
| $\quad$ Gawadar | $22.09862(3.40180)$ | $25.17416(4.03795)$ | $20.29573(2.75227)$ | $18.37474(2.20254)$ | $0.24633(0.00097)$ | $0.26313(0.00130)$ |
| Jiwani | $21.07811(3.12660)$ | $21.39131(3.27770)$ | $17.13897(1.98987)$ | $15.84827(1.55899)$ | $0.25857(0.00100)$ | $0.25406(0.00100)$ |
| Ormara | $32.02575(8.58214)$ | $36.90153(13.03739)$ | $34.27618(8.99790)$ | $23.75721(4.17342)$ | $0.24968(0.00114)$ | $0.22155(0.00009(0.00097)$ |
| Pasni | $27.00902(4.81070)$ | $31.29159(6.38923)$ | $28.17820(4.96292)$ | $24.00316(3.99860)$ | $0.25013(0.00100)$ | $0.25174(0.00102)$ |
| Modified squared error loss function |  |  | $0.26842(0.00121)$ |  |  |  |
| Gawadar | $22.25256(0.00692)$ | $25.33456(0.00633)$ | $20.43134(0.00664)$ | $18.49461(0.00648)$ | $0.25027(0.01573)$ | $0.26702(0.00142)$ |
| Jiwani | $21.22644(0.00699)$ | $21.54454(0.00711)$ | $17.25507(0.00673)$ | $15.94664(0.00617)$ | $0.26244(0.00387)$ | $0.25801(0.01526)$ |
| Ormara | $32.29373(0.00829)$ | $37.25483(0.00948)$ | $34.53869(0.00760)$ | $23.93288(0.00734)$ | $0.25425(0.01796)$ | $0.22645(0.02173)$ |
| Pasni | $27.18713(0.00655)$ | $31.49577(0.00648)$ | $28.35433(0.00621)$ | $24.16975(0.00689)$ | $0.25415(0.01573)$ | $0.25578(0.01584)$ |

Table 6: BEs and PRs assuming SRIGP using real data sets under SELF and MSELF ( $n=192, T=54 \mathrm{~km} / \mathrm{h}$ ).

| Regions | $\hat{\theta}_{1}$ | $\hat{\theta}_{2}$ | $\hat{\theta}_{3}$ | $\hat{\theta}_{4}$ | $\widehat{p}_{1}$ | $\widehat{p}_{3}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Squared error loss function |  |  |  |  |  |  |  |
| $\quad$ Gawadar | $21.16143(5.58041)$ | $24.39948(5.94603)$ | $19.59911(4.47379)$ | $17.78698(3.68636)$ | $0.24732(0.22296)$ | $0.26385(0.00102)$ |  |
| Jiwani | $21.15542(5.99261)$ | $20.63356(5.45619)$ | $16.33469(3.72234)$ | $15.52821(3.20569)$ | $0.25311(0.00101)$ | $0.26089(0.00103)$ |  |
| Ormara | $26.92166(6.77569)$ | $27.30846(6.44304)$ | $29.29314(6.83288)$ | $22.62108(4.71242)$ | $0.24761(0.00097)$ | $0.25734(0.00010)$ |  |
| Pasni | $25.43729(6.37542)$ | $28.53199(6.81371)$ | $27.04767(6.19691)$ | $22.0599(4.67884)$ | $0.24681(0.00096)$ | $0.25951(0.00100)$ | $0.252008(0.00095)$ |
| Modified squared error loss function |  |  |  |  |  |  |  |
| Gawadar | $21.42514(0.01231)$ | $24.64317(0.00989)$ | $19.2737(0.01151)$ | $17.99423(0.01152)$ | $0.25121(0.01545)$ | $0.26773(0.01444)$ |  |
| Jiwani | $21.43869(0.01321)$ | $20.89709(0.01265)$ | $16.56257(0.01376)$ | $15.73465(0.01312)<$ | $0.25708(0.01552)$ | $0.06482(0.01491)$ |  |
| Ormara | $27.17334(0.00926)$ | $27.54440(0.00857)$ | $29.52640(0.00790)$ | $22.82940(0.00913)$ | $0.25152(0.01557)$ | $0.26121(0.00149)$ | $0.25024(0.01531)$ |
| Pasni | $25.68792(0.00796)$ | $28.77080(0.00830)$ | $27.27678(0.00840)$ | $22.61481(0.00923)$ | $0.25072(0.01551)$ | $0.26338(0.01463)$ | $0.25595(0.01516)$ |

Summary information from real data (Ormara) for 4CRMM is

$$
\begin{align*}
T & =54, n=192, \sum_{i=1}^{k_{1}} y_{1 i}^{2}=66457.8199, \sum_{i=1}^{k_{2}} y_{2 i}^{2}=70463.94778, \sum_{i=1}^{k_{3}} y_{3 i}^{2}=78435.04467, \sum_{i=1}^{k_{4}} y_{4 i}^{2}=46962.24557, \\
k_{1} & =42, k_{2}=35, k_{3}=44, k_{4}=48,  \tag{22}\\
k & =k_{1}+k_{2}+k_{3}+k_{4}=169, \\
n-k & =23 .
\end{align*}
$$

Summary information from real data (Pasni) for 4CRMM is

$$
\begin{align*}
T & =54, n=192, \sum_{i=1}^{k_{1}} y_{1 i}^{2}=59447.09613, \sum_{i=1}^{k_{2}} y_{2 i}^{2}=76003.24274, \sum_{i=1}^{k_{3}} y_{3 i}^{2}=67054.6232, \sum_{i=1}^{k_{4}} y_{4 i}^{2}=45963.98795, \\
k_{1} & =46, k_{2}=45, k_{3}=48, k_{4}=44,  \tag{23}\\
k & =k_{1}+k_{2}+k_{3}+k_{4}=183, \\
n-k & =9 .
\end{align*}
$$

The BEs and the PRs using the UP and the SRIGP under SELF and MSELF are presented in Tables 5 and 6.

The values of BEs are representing the average wind speed of all four quarters. Censoring point is fixed as $54 \mathrm{~km} /$ $h$ because wind speed above this limit damages the wind turbine. $\theta_{2}$ represents the estimates for the months of April, May, and June, which shows higher estimated values than $\theta_{1}, \theta_{3}$, and $\theta_{4}$. From this, it is observed that in these months, wind speed is high in all 4 regions that will be the favorable condition for the power generation. It is also observed that while assuming both priors (UP and SRIGP), the performance of MSEL is a better choice.

From real data results, it is observed that assuming UP under loss functions, the average wind speed is greater in the second quarter (April, May, and June), and it is smaller in the fourth quarter (October, November, and December). Under SELF, the average wind speed in the second quarter is $25.174 \mathrm{~km} / \mathrm{h}, 21.391 \mathrm{~km} / \mathrm{h}, 36.902 \mathrm{~km} / \mathrm{h}$, and $31.292 \mathrm{~km} / \mathrm{h}$, and in the fourth quarter, it is $18.375 \mathrm{~km} / \mathrm{h}, 15.848 \mathrm{~km} / \mathrm{h}$, $23.757 \mathrm{~km} / \mathrm{h}$, and $24.003 \mathrm{~km} / \mathrm{h}$ for Gawadar, Jiwani, Ormara, and Pasni, respectively. The PRs are comparatively higher for all four regions. For UP under MSELF in the second quarter, average wind speed is noticed as $25.335 \mathrm{~km} / \mathrm{h}, 21.545 \mathrm{~km} / \mathrm{h}$, $37.255 \mathrm{~km} / \mathrm{h}$, and $31.496 \mathrm{~km} / \mathrm{h}$, and in the fourth quarter, it is $18.495 \mathrm{~km} / \mathrm{h}, 15.947 \mathrm{~km} / \mathrm{h}, 23.933 \mathrm{~km} / \mathrm{h}$, and $24.170 \mathrm{~km} / \mathrm{h}$ for respective four areas. The posterior risks for Gawadar and Pasni are almost equal and smaller than Jiwani and Ormara.

Real data results assuming SRIGP under loss functions shows that the second quarter (April, May, and June) is showing higher average speed, and it is smaller in the fourth quarter (October, November, and December). Under SELF,
the average wind speed in the second quarter is $24.399 \mathrm{~km} / \mathrm{h}$, $20.633 \mathrm{~km} / \mathrm{h}, 27.308 \mathrm{~km} / \mathrm{h}$, and $28.532 \mathrm{~km} / \mathrm{h}$, and in the fourth quarter, it is $17.787 \mathrm{~km} / \mathrm{h}, 15.528 \mathrm{~km} / \mathrm{h}, 22.621 \mathrm{~km} / \mathrm{h}$, and $22.405 \mathrm{~km} / \mathrm{h}$ for Gawadar, Jiwani, Ormara, and Pasni, respectively. The PRs are again higher for all four regions under SELF. For SRIGP under MSELF in the second quarter, the average wind speed is noticed as $24.643 \mathrm{~km} / \mathrm{h}$, $20.897 \mathrm{~km} / \mathrm{h}, 27.544 \mathrm{~km} / \mathrm{h}$, and $28.771 \mathrm{~km} / \mathrm{h}$, and in the fourth quarter, it is $17.994 \mathrm{~km} / \mathrm{h}, 15.735 \mathrm{~km} / \mathrm{h}, 22.829 \mathrm{~km} / \mathrm{h}$, and $22.614 \mathrm{~km} / \mathrm{h}$ for respective four areas. The posterior risks for Ormara and Pasni are almost equal with slight difference than other regions.

## 4. Conclusion

Motivated by the widespread applications of the mixture models, a 4-CRMM is presented by applying wind speed data from four coastal areas of province Baluchistan Pakistan. Wind speed data is often modeled by appropriate probability model, but due to different seasonal trends reflected in the speed of wind, it can also be applied to mixture models. To accomplish the desired objective, the Bayes estimates (BEs) of the parameter of the mixture model along with their posterior risks (PRs) using informative prior (IP) and noninformative prior (NIP) are obtained. The values of BEs represent the average wind speed of all four quarters. It is observed from the analysis that winds are observed strong enough in the second quarter. So, it can be concluded that in the second quarter (April, May, and June), wind speed is comparatively stronger so these months would be better for power generation and should be effectively utilized. It is also concluded that assuming both priors, the PRs under MSELF
are almost equal with slight difference, but overall MSELF is considered better loss function and hence is suggested for such analysis.

## Data Availability

The data are available from the corresponding author upon request.

## Conflicts of Interest

The authors declare that they have no conflicts of interest.

## References

[1] N. Azhar, S. Iqbal, S. M. Nasir, F. Akhtar, F. Sarwar, and A. Rehman, "Wind data analysis of coastal region of baluchistan (Pakistan) by Weibull andRayleigh method," Indian Journal of Science and Technology, vol. 12, Article ID 26, 2019.
[2] BBC News, "Pakistan looks to wind power," 2002, http://news. bbc.co.uk/2/hi/business/1750827.stm.
[3] K. Harijan, M. A. Uqaili, M. Memon, and U. K. Mirza, "Potential of on-shore wind power in the coastal areas of Balochistan, Pakistan," Wind Engineering, vol. 34, no. 2, pp. 167-179, 2010.
[4] P. Kiss and I. M. Jánosi, "Comprehensive empirical analysis of ERA-40 surface wind speed distribution over Europe," Energy Conversion and Management, vol. 49, no. 8, pp. 2142-2151, 2008.
[5] K. Abbas, K. S. Alamgir, A. Ali, D. M. Khan, and U. Khalil, "Statistical analysis of wind speed data in Pakistan," World Applied Sciences Journal, vol. 18, no. 11, pp. 1533-1539, 2012.
[6] C. M. Harris, "On finite mixtures of geometric and negative binomial distributions," Communications in Statistics-Theory and Methods, vol. 12, no. 9, pp. 987-1007, 1983.
[7] P. N. Jones and G. J. McLachlan, "Laplace-normal mixtures fitted to wind shear data," Journal of Applied Statistics, vol. 17, no. 2, pp. 271-276, 1990.
[8] F. Noor and M. Aslam, "Bayesian inference of the inverse Weibull mixture distribution using type-I censoring," Journal of Applied Statistics, vol. 40, no. 5, pp. 1076-1089, 2013.
[9] F. Noor, A. Sajid, B. Shah, M. Zaman, M. Gheisari, and V. Mariappan, "Bayesian estimation and prediction For BurrRayleigh mixture model using censored data," International Journal ofCommunication Systems, vol. 32, no. 15, 2019.
[10] M. Aslam, M. Tahir, Z. Hussain, and B. Al-Zahrani, "A 3component mixture of Rayleigh distributions: properties and estimation in Bayesian framework," PloS one, vol. 10, no. 5, Article ID e0126183, 2015.
[11] S. Singh, Y. M. Tripathi, and S. J. Wu, "Bayesian analysis for lognormal distribution under progressive Type-II censoring," Hacettepe Journal of Mathematics and Statistics, vol. 48, no. 5, pp. 1488-1504, 2018.
[12] B. S. Everitt and D. J. Hand, Finite Mixture Distributions, Chapman \& Hall, London, UK, 1981.
[13] P. S. Laplace, Théorie Analytique des Probabilités, Courcier, Paris, France, 1820.
[14] S. Geisser, "On prior distributions for binary trials," The American Statistician, vol. 38, no. 4, pp. 244-247, 1984.
[15] M. Aslam, "An application of prior predictive distribution to elicit the prior density," Journal of Statistical Theory and Applications, vol. 2, no. 1, pp. 70-83, 2003.
[16] E. D. Hahn, "Re-examining informative prior elicitation through the lens of Markov chain Monte Carlo methods,"

Journal of the Royal Statistical Society: Series A, vol. 169, no. 1, pp. 37-48, 2006.
[17] A. M. Legendre, Nouvelles Méthodes Pour la Détermination des Orbites des Comètes, Firmin Didot, Paris, France, 1805.
[18] M. H. DeGroot, Optimal Statistical Decisions, John Wiley \& Sons, Hoboken, NJ, USA, 2005.

