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In recent years, the explosive growth of online music resources makes it difficult to retrieve and manage music information. To
efficiently retrieve and classify music information has become a hot research topic. Thayer’s two-dimensional emotion plane is
selected as the basis for establishing the music emotion database. Music is divided into five categories, the concept of continuous
emotion perception is introduced, and music emotion is regarded as a point on a two-dimensional emotional plane, together with
the two sentiment variables to determine its location. The artificial labeling method is used to determine the position range of the
five types of emotions on the emotional plane, and the regression method is used to obtain the relationship between the VA value
and the music features so that the music emotion classification problem is transformed into a regression problem. A regression-
based music emotion classification system is designed and implemented, which mainly includes a training part and a testing part.
In the training part, three algorithms, namely, polynomial regression, support vector regression, and k-plane piecewise regression,
are used to obtain the regression model. In the test part, the input music data is regressed and predicted to obtain its VA value and
then classified, and the system performance is considered by classification accuracy. Results show that the combined method of
support vector regression and k-plane piecewise regression improves the accuracy by 3 to 4 percentage points compared to using
one algorithm alone; compared with the traditional classification method based on a support vector machine, the accuracy
improves by 6 percentage points. Music emotion is classified by algorithms such as support vector machine classification,
K-neighborhood classification, fuzzy neural network classification, fuzzy K-neighborhood classification, Bayesian classification,
and Fisher linear discrimination, among which the support vector machine, fuzzy K-neighborhood, and the accuracy rate of music
emotion classification realized by Fisher linear discriminant algorithm are more than 80%; a new algorithm “mixed classifier” is
proposed, and the music emotion recognition rate based on this algorithm reaches 84.9%.

1. Introduction

Music is an artistic experience and an entertainment method
that expresses people’s thoughts and emotions and reflects
real life by using music as the medium and carrier of ex-
pression [1]. So far, the main way people perceive music is
still through hearing, but the expression of music and the
transmission of emotional information is not limited to
acoustic situations [2]. In modern society, people sing,
dance, and experience music with the help of high-tech
sound, light, electricity, etc., to achieve wonderful audio-
visual effects and emotional interaction, such as music

evenings and music fountains. It can be seen that from
ancient times to the present, these behaviors reflect people’s
desire to interact synchronously through multisensing
modes such as hearing, vision, and touch, perceive the pitch,
loudness, duration, and timbre of musical sounds, and
experience the rhythm, melody, harmony, and timbre of
music [3]. Computers cannot “hear” music like humans but
they can extract content features such as spectrum, rhythm,
and mel-frequency cepstrum coefficients (MFCC) by per-
forming audio processing on music. Classification and re-
trieval of music are known as content-based music retrieval
technology. However, due to the complex and unknown
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mechanism of human perception of music and the gener-
ation mechanism of emotion, pure machine classification
makes subjective music emotion classification more difficult
because of its objectivity, and emotion classification has not
achieved the same accuracy as style classification. Exactly
which features can express musical emotion more accu-
rately, how to automatically analyze the extracted features,
and which classification method can obtain higher accuracy
are all issues worthy of study.

At present, with the improvement of people’s material
living standards year-by-year, people have put forward higher
requirements for spiritual life. The pursuit of material civi-
lization and spiritual civilization is the internal driving force
of social progress. The way of information dissemination is
moving from the era of “multimedia” to the era of “all media”
[4]. It is the multimedia that disseminates information with
images but pursues the experience of “all-media” information
based on “audio-visual-tactile” multisensing channels. People
with normal hearing function hope to experience music
synchronously and interactively through the “listening-visual-
tactile” multisensing channels, which can further increase the
immersion of perceiving music [5]. People with hearing
disabilities cannot “hear” music but they also desire to ex-
perience the emotion of music, receive music education, and
perform music. The results of modern psychological research
have shown that music perception is a cognitive activity
coordinated by multiple sensory systems and is not limited to
hearing. With appropriate stimulation, vision and touch can
also perceive music through synesthesia [6]. In 2007, the
research results of Edward et al. showed that the parts of the
brain used by hearing-impaired people to process tactile
information are the same as those used by normal people to
process auditory information, which means that hearing-
impaired people can use the tactile sensation of body skin to
perceive music and can experience music like a normal
person. These research results have laid a physiological and
psychological foundation for the related research on “tactile
auxiliary or alternative auditory perception of music” [1]. At
present, a simple music player dedicated to the deaf has
appeared on the market, which converts the rhythm of the
music into vibration and emits light through LEDs. The color
and brightness of the light change with the rhythm, and you
can experience music through vibration or light changes.
These music players do not yet meet the needs of hearing-
impaired groups.

Technology is based on two or three perceptions of
hearing, vision, and touch to experience music synchro-
nously and interactively, involving the intersection and
integration of various disciplines and technologies, in-
cluding musicology, aesthetics, art, cognitive psychology,
psychophysics, mechanical engineering, multimedia tech-
nology, signal processing, pattern recognition, intelligent
control, virtual reality, instrument science, and other related
disciplines [7]. At present, the related technologies of
multisensory interactive music experience based on “lis-
tening-visual-tactile” have become a research hotspot at
home and abroad. Related research has been carried out [8].

Music is the language and art of emotion, and emotion is
the essential feature of music. Modern psychological
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research shows that the nonsemantic organizational struc-
ture of music vibrating with sound waves has a direct iso-
morphic relationship with human emotions and will
activities [9]. Emotional experience is a series of emotional
reactions caused by appreciating works, and the expression
and perception of emotions are increasingly important as a
means of human-human interaction and human-computer
interaction [10]. Scholars at home and abroad have proposed
a variety of emotion modeling methods. One type of view
holds that emotion is composed of discrete basic emotions,
the most representative being the OCC (Ortony, Clore,
Collins) emotion model established by Ortony et al. and the
Hevner emotion ring model proposed by Hevner et al.
Behaviors, views on things, etc., define 22 basic emotions.
The Hevner model is divided into 8 categories and uses 67
adjectives to describe musical emotions [11]. The other is the
emotional model based on dimensional space theory, which
considers that emotions are distributed in a certain space
composed of several dimensions, a specific emotion can be
mapped to a specific position in a continuous space, and the
similarities and differences between different emotions can
be measured according to the distance from each other in the
dimensional space; different emotions are not independent,
but continuous, which can achieve smooth conversion [12].
The most representative dimensional emotional model is the
three-dimensional emotional model proposed by Wundt in
1907, another three-dimensional emotional model estab-
lished by Plutchik in 1980, and the two-dimensional annular
emotional model proposed by Russell in 1980 [13]. Russell’s
two-dimensional ring emotion model divides emotion into
two dimensions, namely, pleasure and arousal. Pleasure is
divided into positive and negative poles, and motivation is
divided into low intensity and high intensity. In 1989, Thayer
proposed a two-dimensional energy-stress model based on
the Russell emotional model. The energy dimension is
consistent with the arousal in the Russell model; the stress
dimension represents valence [14]. Valence is a physiological
or psychological pleasure response to external stimuli, with
positive and negative directions. It can be seen that both the
Thayer effective model and the Russell affective model reflect
two aspects of valence and motivation and can map emotion
to the “valence-incentive” emotional plane, so it can also be
called “valence-incentive” [15]. The third type is the emo-
tional model based on cognitive mechanisms, such as the
EM emotional model, the Roseman emotional model, the
EMA emotional model, and the salt and pepper emotional
model [16]. The Hevner emotion ring model, the Russell
emotion model, and the Thayer emotion model are widely
used in music emotion recognition; based on the Hevner
emotion ring model [17], the music emotion can be classified
and the music emotion type corresponds to the adjective in
the Hevner emotion ring model; based on the Russell or
Thayer two-dimensional emotional model of music, the
specific emotion of music can be mapped as a point in the
emotional plane of “valence-incentive” (the horizontal axis
corresponds to the effect value, the vertical axis corresponds
to the incentive value), and the regression and classification
of music emotions can be achieved by applying machine
learning methods [18].
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Due to differences in cultural background, age, gender,
personality, and musical preferences, as well as the influence
of external factors such as the perceived environment,
people’s descriptions of musical emotions to the same song
may vary from person to person, and the adjectives that
describe musical emotions themselves have a considerable
degree of ambiguity [19]. Due to the subjectivity and am-
biguity of music emotion, it is a very challenging task to
accurately identify music emotion [20]. Another difficulty in
identifying music emotion based on audio signal features is
that there is a semantic level gap between music features and
emotional cognition, so it is very difficult to accurately
identify music emotion. The psychological process of music
cognition can be described in four levels as follows: the
physical layer, perceptual layer, musical layer, and semantic
layer [21]. After comprehensively perceiving or judging all
the characteristics of the physical layer, perceptual layer,
music layer, and semantic layer and then identifying the
emotional cognition of music through reasoning and
thinking, it will be affected by people’s cultural background,
age, gender, personality, music preferences, and perceived
environmental factors [22]. Since 2000, music emotion
recognition has become a hot research topic at home and
abroad. From MIDI format symbol music to audio format
music emotion recognition, from western classical music to
modern pop music, researchers have done a lot of work. The
methods of music emotion recognition mainly include
emotion classification and emotion regression [23].

Based on the Hevner emotional ring model and the
Russell two-dimensional emotional model, the music
emotion is classified. The more the classification, the lower
the recognition rate of the music emotion. The researchers
applied the machine learning algorithm to classify the music
emotion into cheerful, angry, sad, and calm. Based on the
method of audio signal processing, extract the energy,
melody, harmony, time domain, frequency domain, and
other dimensional features of music, through machine
learning methods, including the support vector machine, the
Gaussian mixture model, the neural network, and the
K-nearest neighbor algorithm categorize the emotion of
music [24]. Another way of music emotion recognition is to
regress music emotion based on the Russell or Thayer
emotion model through the regression method; the emotion
of music corresponds to a point in the “valence-motivation”
emotion plane [25]. Emotion, which can accurately calculate
the effective value and incentive value corresponding to the
music emotion, overcome the shortcomings of the classi-
fication method that is not precise enough to identify the
music emotion and can track the changes of the music
emotion in the “valence-incentive” emotional plane [26].

In our study, extract the energy, melody, time domain,
frequency domain, and harmony of the five dimensions of
perceptual music, and use the machine learning-based
method to treat music emotion recognition as a regression
problem. To realize the recognition of music emotion, a new
classification algorithm is proposed to improve the recog-
nition rate of music emotion. The mapping relationship of
the emotional attributes of music in the emotional plane of
“valence-motivation” is discussed, and the schemes of music

emotional regression and classification are proposed, re-
spectively; the characteristics of music energy, beat, time
domain, frequency domain, and harmony are extracted. The
method of machine learning realizes the regression and
classification of music emotion and proposes a new music
emotion classification method “Hybrid Classifier,” which
improves the emotion recognition rate, gives the experi-
mental results of emotion recognition for each regression
and classification method, and gives the results of emotion
recognition. The experimental results are discussed and
analyzed.

First, the mapping relationship of music emotional at-
tributes in the emotional plane of “valence-motivation” is
discussed, and the schemes of music emotional regression
and classification are proposed, respectively. A variety of
machine learning methods are used to achieve music
emotion regression and classification, and a new music
emotion classification method “Hybrid Classifier” is pro-
posed to improve the emotion recognition rate. Finally, the
emotion of each regression and classification method is
given. The experimental results are identified, and the ex-
perimental results are discussed and analyzed.

2. Data Source and the Method

This paper selects the music emotion database from
MediaEvaP4"as the material for music emotion recognition
research. MediaEval is an organization dedicated to pro-
viding test standards for the evaluation of new algorithms for
multimedia access and retrieval. Members of the organi-
zation research topics such as speech recognition, multi-
media content analysis, music, and audio analysis, user
information analysis, and audience emotional responses.
The music emotion database mainly contains 1000 English
music files in mp3 format downloaded from Free Music
Archive (http://freemusicarchive.org/, FMA) [27]. The files
are numbered from 1 to 1000. However, due to some re-
dundancy in the initial collection process, a list of files to
filter out redundancy is provided in the database annotation
file. After filtering out the redundancy, there are 744 music
files in the actual database, among which 619 and 125 music
files are marked for training and testing of the music
emotion regression model, respectively [1]. The length of
each music file in the database is 45s, and the sampling rate is
44100 Hz. The annotation file contains information such as
the song name of each song and also contains the static and
dynamic excitation and valence values of 2 Hz in the range
[-1, 1] given by 10 participants, and standard deviation
information is based on MediaEva music emotion database;
the paper carried out the music emotion recognition re-
search according to the framework of Figures 3 and 4 [28].

Computer-based music emotion recognition mainly
refers to the use of modern signal processing technology to
achieve music feature extraction and machine learning
methods to achieve music emotion regression or classifi-
cation [29]. Commonly used machine learning methods
include supervised, semisupervised, and unsupervised ma-
chine learning methods [30]. At present, semisupervised and
unsupervised methods still have the disadvantage of
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unsatisfactory recognition effect. Most of the studies re-
ported in the literature use supervised machine learning
methods to realize music emotion recognition [31].
Therefore, the discussion on computer music emotion
recognition in this study is based on the supervision of
machine learning. A typical computer music emotion rec-
ognition model framework is shown in Figure 1. The model
framework mainly includes two parts, namely, model
training and unknown type of music emotion prediction. In
the model training, the music signal of known music
emotion is converted into one-to-one correspondence fea-
tures through signal preprocessing and feature extraction; ¢
and emotion labels [32]. The training data set of v(x) > 0; the
machine learning algorithm trains the classification or re-
gression model with the minimum classification error or
minimum mean square error as the objective function for
the input training data set. In the stage of emotional pre-
diction of an unknown type of music, it mainly predicts the
emotional attributes of music; after the music signal of
unknown emotional type undergoes signal preprocessing
and feature extraction similar to that in model training, a test
data set JC containing only music feature vectors is gen-
erated, and then input x into the regression or classification
model generated in the model training phase to achieve the
prediction output of music emotion. Analysis of the com-
puter music emotion recognition model framework shows
that the music emotion attribute of the training data needs to
be predicted in the model training, so the music emotion
subjective scoring method is often used in the preparation of
the training data set [33]. At the same time, due to the
individual uniqueness and subjectivity of music emotion, the
“training data set” obtained by the subjective evaluation
method is used for the training of the music emotion rec-
ognition model, which can effectively generate a music
recognition system with individual preferences.

Music signal preprocessing and feature extraction are the
first steps towards realizing music emotion recognition [34].
This step mainly includes music signal framing, signal
windowing function processing after framing, feature cal-
culation in each sliding window, and original feature space
projection or feature selection for dimensionality reduction
[35]. The music signal is a continuous time-series nonsta-
tionary signal, so the signal needs to be framed. Since the
dynamic annotation of the MediaEval music emotion da-
tabase gives the mean and standard deviation of V and A of
2Hz, that is, an annotation is given every 0.5s from the
beginning of the music file 15s, the sliding length of each
frame is 0.5, 50% window length overlapping rectangular
windows to frame each music file in the database [36].
Feature extraction and statistics are performed on the music
signals in each frame, respectively, and a local feature data
set corresponding to the dynamic V and A annotations in the
database can be obtained. Further statistical processing of 60
frames of data in each file can obtain the global feature data
set corresponding to the static V and A annotations of the
entire music file.

Windowing the music signal is to do a dot product
directly with the window function W,(n) on the music time
series as follows:
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W(n), 1<n<M,
WM(n)={ (1)

0, otherwise

Commonly used window functions include rectangular
window, triangular window, Hanning window, Hamming
window, and Gaussian window. The Gibbs effect and
spectral leakage will appear when the rectangular window is
used to truncate the signal for spectral analysis. The rest of
the window functions can be better improved in the spectral
analysis. The paper adopts the Hanning window function, as
shown in equation (2), to realize the window processing of
the music short-time frame signal.

2nn
w(n) = 0.5[1 - COS(W)]' (2)

The Hanning window of 1024 points (~22ms) is
superimposed on the signal, respectively, and the windowed
signal can be further processed, such as short-time Fourier
spectrum, and Mel frequency cepstral coeflicient (MFCC)
calculation.

After the feature extraction is performed on the music
signal in this paper, the total dimension of the obtained
feature data set (all feature spaces) is 548 dimensions.

On one hand, it is difficult to find an accurate regression
model or classification plane to identify music emotion in
high-dimensional space, and on the other hand, it will
greatly increase the computational complexity of the algo-
rithm. Therefore, this study also discusses the spatial pro-
jection based on principal component analysis and the relief-
based algorithm. Feature selection features the dimension-
ality reduction method.

Principal component analysis (PCA) is an effective
method for processing, compressing, and extracting infor-
mation in samples based on a variable covariance matrix,
which can effectively reduce the number of features con-
taining noise or redundancy and is a common dimen-
sionality reduction method. The core idea of PCA is to
project the n-dimensional features into mutually orthogonal
k-dimensional (k < n) features under the principle of pre-
serving the maximum variance based on the assumption that
the signal has a large variance and the noise has a small
variance. The k-dimensional feature is also called a pivot. Let
the sample feature matrix X = {x,,...,x,}, x; is a column
vector. First, matrix B is obtained by subtracting the mean of
each column by column; second, the covariance matrix C of
B is computed as follows:

C =E[B®B]

=%ZB-B*.

Third, the eigenvalues V and column eigenvectors D of
matrix C are computed as follows:

(3)

[V, D] = eig (C). (4)

Fourth, we sort V and D, calculate the contribution rate
and cumulative contribution rate of each eigenvalue in V



Mathematical Problems in Engineering

Preprocessing
tagged

Emotional type music files :

Feature Extraction

. Machine learning
|::> training dataset (x,y) |:> algorithm

4

Emotional type music files Preprocessing

un-tagged

[> Feature Extraction

test dataset x Regre§51on/ Classifi
cation model

<
Identify the
emotional type of
music

Figure 1: Computer music emotion recognition model framework.

after sorting, and select the rearranged k-column eigen-
vectors W, corresponding to the eigenvalues whose cu-
mulative contribution rate is greater than the threshold T;
finally, the final PCA dimensionality reduction data is
Y=BxW.

In this study, the transformation matrix W whose cu-
mulative energy threshold T of the first k eigenvalues in V is
greater than 90% is selected for eigenspace PCA dimension
reduction. The original data set containing 548-dimensional
features was dimensionally reduced using the PCA di-
mensionality reduction method, the threshold was set to
90% of the energy, and the final feature dimension after
dimensionality reduction was 139-dimensional.

The Relief algorithm was first proposed by Kira and
Rendell in 1992, and now it generally refers to a series of
algorithms including Relief, ReliefF, and RReliefF. The Relief
algorithm is one of the commonly used feature selection
weight algorithms, which has the advantages of high op-
erating efficiency and no restrictions on data types. The core
idea of the algorithm is to assign weights related to categories
to features. Based on the ability of features to distinguish
close-range samples, the features with larger weights are
finally selected to form a feature subset to represent the
original feature set, and the classification is discarded. Small-
weight features have less contribution. The Relief algorithm
randomly selects a sample from the training set D and then
follows the distance metric of formula (5) to find the nearest
neighbor sample H from the samples of the same class and R
and find the nearest neighbor sample M from the samples of
different classes from R.

d =3 (IR~ Ml ~[IR - H]). 5)

Then, we update the weight of each feature according to
the rule 6 as follows: if the distance between the sum and M is
less than the distance between the sum and M, it means that
the feature is beneficial to distinguishing the nearest
neighbors of the same and different classes and then increase
the feature weight; conversely, if the distance between a
feature and M is greater than the distance between M and M,
indicating that the feature has a negative effect on dis-
tinguishing the nearest neighbors of the same class and
different classes, the weight of the feature will be reduced.

The above process is repeated m times, and finally, the
average weight of each feature is obtained. The larger the
weight of the feature, the stronger the classification ability of
the feature, and the weaker the classification ability of the
feature. The iterative formula for the weights of the algo-
rithm process is as follows:

_ diff (AR, H) _diff (4, R, M)
m m ’

wl[A] = w[A] (6)
where A is the dimension scalar of the feature, and
diff (A, I,,1,) is defined as follows:
1value (A, I,) = value(A, I,),
diff (A,1,,1,) ={ (4.1) (4.1,) (7)
0, otherwise.

The improved Relief algorithm uses the average of the k
nearest neighbors to replace the single nearest neighbor in
the weight iteration, which reduces the influence of noise on
the weight to a certain extent and makes the final feature
selection more accurate. The weight update formula of the
Relief algorithm is as follows:

Y, diff(A, R, H))

w[A] = w[A] ——
N p(©) Y diff(4, R, M;(C)
C#class (R;) 1- p(daSSRi) kxm >

(8)

where p(C) is the prior probability of each class estimated
from the training set; 1 — p(classR;) represents the sum of
the probabilities of misclassification.

The RReliefF algorithm uses probability to express the
rules that clearly distinguish between two classes. This
probability can be estimated by establishing a model that
predicts the relative distance between the two classes. The
iterative formula for the weights of the RReliefF algorithm
can be expressed as follows:

wlA] = Paise (oy1aift () Pifr (4) 3 (1 - Pdiff(C)Idiff(A))Pdiff(A)

P o) 1 - Pgigr ¢

(9)



where
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Pgigr 4y = P (different value of A|mearest instances),

P () = P (different value of A|mearest instances), (10)

Pt oyjaiee (4) = P (diff.prediction|diff.valuue of A andnearest instances).

In this study, the Relief feature selection algorithm is
used to perform feature selection on the 548-dimensional
original feature set. We select the ones with a weight greater
than 0 and finally determine that the feature dimensions
used for the training and prediction of the regression model
of music emotional effect value (V) and incentive value (A)
are 276 dimensions and 258 dimensions, respectively.

Regression is an analytical method used to predict
changes in unknown dependent variables by determining
the correlation between dependent variables and some in-
dependent variables, establishing regression equations, and
adding extrapolation. The existing regression theories can be
used to predict the V and A values of music in the emotional
plane of music signal features.

Let X; be the feature set of a certain piece of music after
signal preprocessing and feature extraction and y; be the
emotional attribute of music (V or A value); the process of
training an optimal regressor r() is to give N inputs
(X;, y:),i €{1,2,...,N}, to achieve the smallest mean
square error e between the predicted output and y; as
follows:

1

52 0= (v

M=z

e =

]
—

Since the Vand A values are real numbers in the range of
[-1, 1] in the emotional coordinate space, two regression
models can be established according to the existing re-
gression theory to predict the V value and the A value. In the
regression model, the true values of V'and A can be obtained
by subjective scoring. Due to the use of the public database of
MediaEval, the annotated V and A values are regarded as
true values in the paper; Shi is the feature set after feature
extraction, with a total of 548 dimensions. However, in order
to obtain the best regression effect, specific analysis must be
carried out for specific problems [37]. Therefore, in this
paper, algorithms such as multivariate adaptive regression,
support vector regression, and radial basis function re-
gression are used to realize the V and A value regression of
music emotion, respectively, and the optimal regression
algorithm and regressor are selected by comparison.

3. Results and Discussion

3.1. Music Emotion Regression Model Training and Prediction
Scheme. In music emotion recognition, regression and
classification are the two main methods. Unlike classifica-
tion, which only needs to distinguish emotions such as joy,
anger, sadness, and calmness, the goal of music emotion

regression is to identify more accurate music emotions. It
regards the emotional plane as a continuous space and
identifies V-A through the regression model. The emo-
tional state is represented by each point in the emotional
plane (find out the mapping between music and specific
coordinate positions in the V-A emotional plane).

The training and prediction framework of the emo-
tional regression model is shown in Figure 2. The
framework uses machine learning methods to achieve
regression model training and then can predict the V and
A values of music emotions. Specifically, it includes
training and evaluating the model through the training
data under the rules of the regression algorithm and
using the trained regression model parameters for the
music emotion prediction of the test data; the V and A
values of the predicted music emotion with the manually
calibrated V and A values are compared to test the ac-
curacy of music emotional regression.

Multivariate adaptive regression splines (MARS) is a
high-dimensional data regression method with good gen-
eralization ability proposed by Friedman of Stanford Uni-
versity in 1991 for nonlinear problems. Its goal is to predict a
continuous output variable from a large number of inde-
pendent samples; support vector machine (SVM) was first
proposed by Vapnik, and he further developed a series of
machine learning algorithms that can realize nonlinear
mapping of output feature vector to high-dimensional
feature space. When SVM is used for classification problems,
it is called support vector classification (SVC). When SVM is
used for regression problems, it is also called support vector
regression (SVR). Unlike SVC, the purpose of SVR is to find
a function that can achieve the smallest deviation e from the
true value y of the input training data set. At the same time,
the function should be as flat as possible. Radial basis
function regression (RBFR) can be regarded as a surface
fitting problem in a high-dimensional space, and it is an
effective regression method.

In this study, the mean absolute error (MAE), the re-
gression value accuracy (A,), and the sentiment classification
accuracy (A, of classification) are used as the evaluation
criteria for the music sentiment classification system based
on three different regression methods.

The mean absolute error is the average of the absolute
values of the squares of the differences between all obser-
vations and the mean. The mean error makes the dispersion
absolute value, so that the errors will not be canceled by
positive and negative, so compared with the mean error, the
mean absolute error can better reflect the error between the
predicted value and the observed value. Value range for
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FIGURE 2: Music emotion regression model training and prediction framework.
accuracy of regression values (Ac of Arousal, Ac of Valence) TaBLE 1: Arousal, valence value range.
can be divided into three (Table 1).
. Valence Arousal
In order to check the regression effect of the VA value
Lo . . Cluster 1 [-0.6,0.6] Cluster 1 [0.4,1]
separately, the VA value is divided into three categories
dine to th 1 £ the VA val dth Cluster 2,4 [0.2,1] Cluster 2,5 [0,0.6]
according to the value range of the value, an e ac- Cluster 3.5 [-1,-0.2] Cluster 3.4 [-0.6,0]

curacy of the regression value is determined by the accuracy
of the category. If the predicted value is in the same range as
the observed value, the classification is correct; otherwise, it
is wrong.

The accuracy of sentiment classification is determined by
whether the predicted value and the observed value are in the
same sentiment category and is used to observe the classi-
fication effect of the entire classification system. The ex-
perimental evaluation results are shown in Table 2.

Figure 3 shows the distribution of the manually labeled
values and predicted values of RBFR regression V and A. It can
be seen that the predicted values have obvious regionality.

From Table 2, it can be concluded that the effectiveness
of nonlinear regression (support vector regression and
RBFR) is significantly improved compared with linear re-
gression (polynomial regression), which indicates that there
is an obvious nonlinear relationship between music feature
vectors and emotional variables. Compared with RBFR,
support vector regression has higher prediction accuracy for
the arousal value, and the latter has higher prediction ac-
curacy for the valence value, which may be related to the
different decision relationship between different sentiment
variables and eigenvectors.

Based on this, since the regression models of the VA
values are obtained separately, there is no correlation between
the two. In this study, support vector regression and RBFR are
combined in the subsequent experiments, and support vector
regression is used to obtain the arousal regression model,
respectively. RBFR obtains the valence regression model and
then observes the classification accuracy of the music emotion
classification system, which has a certain improvement
compared with the two methods alone, as shown in Table 3.

3.2. Comparison of the Results of the Regression Method and
the Pattern Recognition Method. After the comparison and
analysis of the efficiency of the three regression models, a
regression-based music emotion classification system is fi-
nally formed by the combination of support vector re-
gression and RBFR regression. In order to verify the
effectiveness of the system, the text is also classified on the
same music database using the support vector machine
method to classify the music emotion.

When SVM is used for classification, the method of “one
pair and the rest” is adopted, and 5 classifiers need to be
trained. Each classifier distinguishes the current training
category from other categories. When testing, the proba-
bility that the input test data belongs to each category is
calculated and its maximum probability as the category of
the data is taken. The comparison of the accuracy obtained
by SVM classification and the regression method is shown in
Table 4.

From Table 4, it can be concluded that the accuracy of
the regression method is increased by 14% compared with
the SVM method, which proves the effectiveness of the
regression method. In addition, it can be found from the
above table that the accuracy rates of categories 2, 3, and 4
are higher than those of categories 1 and 5, indicating that
the feature vectors of categories 2, 3, and 4 can better express
this category, and clearly compare it with other categories.
The categories are distinguished, while the features 1 and 5
are not clear enough, and it is easy to divide them into other
categories. Further research is needed on the selection of
features.
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TasLE 2: Efficiency of various regression algorithms.
MAE of valence MAE of arousal Ac of valence (%) Ac of arousal (%) Ac of classification (%)
MARS 0.2826 0.2776 61.4 70 56
SVM 0.2333 0.2173 71 82 63
RBFR 0.1987 0.1803 72.4 80 64
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F1GuRre 3: The distribution of the manually labeled values and predicted values of RBFR regression V and A. Pink rectangle is the prediction

value and blue rectangle is manually labeled values.

TaBLE 3: Comparison of RBFR combined with support vector regression and used alone.

Ac of valence (%)

Ac of arousal (%) Ac of classification (%)

SVR 71
RBFR 72
Combined 72

81 63
80 64
81 68

3.3. Analysis of the Experimental Results of Music Emotion
Classification. The MediaEval database used in this study
does not clearly mark the “music emotion type,” but the V
and A values of the music emotion attribute are marked in
detail. The study defines the emotion type of music
according to the coordinate quadrant of the mapping point
of Vand A in the “V-A emotion plane.” The emotion type of
music defines four following categories: I, II, III, and IV,
representing cheerfulness, anger, sad, and calm musical
emotions, respectively. At the same time, in order to
overcome the influence of subjective scores, in the Medi-
aEval database, the samples whose coordinates determined
by the V and A values in the annotation are less than 0.05
from the origin are excluded; 125 sample data are randomly
selected as the test sample set during the experiment, and the
remaining data are used as the training sample set was
independently repeated 10 times. Similar to music sentiment
regression, this study performs PCA dimensionality re-
duction and Relief feature selection on all the extracted
music features, and conducts sentiment classification ex-
periments in all feature spaces, PCA feature spaces, and
Relief feature spaces, respectively.

In this study, support vector machines, fuzzy neural
networks, K-neighborhood, fuzzy K-neighborhood, Bayes-
ian, linear discriminant analysis, and the proposed hybrid
classification algorithm were used to train sentiment clas-
sification models, respectively. SVM adopts RBF kernel
function, and relevant parameters are determined by opti-
mization; K parameter in KNN is 8; FKNN adopts Gaussian
function as fuzzy function; Bayes classification and LDA
classification are realized by MATLAB built-in functions,
respectively. At the same time, the paper also conducts
model training and testing on the hybrid classifier proposed
in this paper as shown in Figure 4, and each independent
classifier adopts the above corresponding configuration.
Finally, the experiment gives the results of music sentiment
classification by multiple classifiers and compares the results
of the hybrid classifier and the independent classifier.

After PCA dimension reduction, the feature dimension
is 139 dimensions. The Relief feature selection algorithm is
used to select the original data; if the weight is greater than
0.01, the feature dimension used for classification model
training and prediction is finally determined to be 166 di-
mensions. The classification experiment results are shown in
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TaBLE 4: Comparison of SVM classification and regression classification.
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Sum
Total songs 80 80 80 80 80 400
SVM correct number 32 41 50 56 28 207
Regression correct number 40 52 61 69 40 262
SVM accuracy rate 40% 51% 63% 70% 35% 52%
Regression accuracy number 50% 65% 76% 86% 50% 66%
—
#1:SVM
#2:NFNC S,
#3:KNN R i
. emotion
feature space | T median vote T type
#4:FKNN
#5::Bayes ]
#2:LDA
—_—

FIGURE 4: Mixed classifier structure diagram.

Table 5. It can be seen from the experimental results that the
hybrid classifier model proposed in this paper has achieved
the best music emotion recognition effect in all feature
spaces, PCA feature spaces and Relief feature spaces, and its
recognition accuracy is 84.9%, 83.4% and 80.2%, respec-
tively. The experimental results show that using the hybrid
classifier proposed in this paper can improve the accuracy of
music emotion classification and further reduce the risk of
misclassification. The proposed hybrid classifier method is
effective.

By comparing the experimental results, it can be found
that the classification effects of different classifiers in the
three feature spaces have certain differences; music emotion
classification also has the characteristics based on special
cases, so it is necessary to select the optimal classifier and
feature space to realize music emotion recognition task. The
experimental results further show that by comparing the
results on different feature spaces, it can be seen that the
classification accuracy on the PCA feature space has in-
creased or has only a small decrease in classification accuracy
compared with the use of all features, so the PCA feature
space is more suitable for music emotion [38]. Classification:
comparing the recognition results of different classifiers on
the same feature space, in addition to the proposed hybrid
classifier with the best results, support vector machines,
fuzzy K-neighborhood, and linear discriminant analysis all
have the best performance in music emotion classification
tasks. Good classification ability, in all feature spaces and
PCA spaces, the recognition accuracy of these algorithms is
greater than 80% under the experimental conditions and
MediaEval database music samples. The results of one-time
classification using the hybrid classifier on all feature sets
show that most of the errors are in the classification between
adjacent quadrants. This problem should be paid enough
attention in the future music emotion recognition.

TaBLE 5: Experimental results of music emotion classification
(average accuracy, %).

KNN Bayes LDA NENC FKNN SVM Hybrid
ALL 62 69 80.4 79.3 83 83 85
PCA 628 76 81.6 58 82.2 81.1 83.5
Relief  66.8 59 77.4 69 50.3 79.3 80.2

4. Conclusions

In this study, the music emotion recognition was discussed
and the mapping relationship of music emotion attributes
on the “V-A emotion plane” was analyzed. The focus is on
the use of music feature extraction and machine learning
methods to achieve music emotion recognition.

Based on the MATLAB signal processing toolbox, sound
description toolbox, and music information retrieval tool-
box, this paper extracts the features related to music emotion
(including energy, rhythm, harmony, time domain, and
spectrum and other features). The dimension is 548, and the
dimension of music feature space is reduced by the method
of principal component analysis space projection and Relief
feature selection.

Based on the emotional “valence-incentive” model,
this paper applies machine learning algorithms such as
multivariate adaptive regression spline method, support
vector regression, radial basis function regression, random
forest regression, and regression neural network, respec-
tively. In the Relief feature space, the optimal regression
results were achieved based on the support vector machine
regression method and the random forest algorithm, re-
spectively. The emotional valence and the incentive value
R® for the statistical values are 29.3% and 62.5%, re-
spectively, which are better than the results reported in the
literature.
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Based on intelligent algorithms such as support vector
machine classification, K neighborhood classification,
fuzzy neural network classification, fuzzy K neighborhood
classification, Bayesian classification, and Fisher linear
discrimination, this paper analyzes music in all feature
spaces, PCA feature spaces, and Relief feature spaces, re-
spectively. Emotions are classified; among them, the correct
rate of music emotion classification realized by support
vector machine, fuzzy K neighborhood, and Fisher linear
discriminant algorithm is more than 80%; combined with
the above intelligent algorithm, a hybrid classifier is pro-
posed, which includes six independent subclassifiers and
median voting decision algorithm implemented by the
above intelligent classification algorithm; based on the
hybrid classifier, in each feature space, the best classifi-
cation results are achieved on all feature spaces and the
recognition accuracy of music emotion on all feature spaces
and PCA feature spaces is as high as 84.9% and 83.4%,
respectively.

This study implements a music emotion classification
system. Compared with traditional methods, the classifi-
cation performance has been improved to a certain extent,
but there are still areas for improvement in the process of
learning and experimentation. First of all, although the
music emotion database is established according to the
emotion classification standard proposed at the Interna-
tional Conference on Music Information Retrieval, the
standard is based on English songs. The description of
categories in English may be biased in Chinese under-
standing. The important thing is that there is no broad mass
base, and it is only established by students from the same
school. Due to the small number of people, the obtained
music library does not represent the will of the majority of
people in a certain sense. In future experiments, it may be
possible to collect the power of everyone on the Internet to
build a more unified and convincing music emotion
classification library. Using the regression idea to solve the
problem of music emotion classification has its advanced
nature. The regression algorithm has been researched
maturely in a certain sense, but for music characteristics
and emotional variables, which is insufficient. In this paper,
only the support vector regression and k-plane segmen-
tation regression algorithms are selected, which are more
suitable for this system. In the future, further research and
experiments can be carried out to obtain better results. In
terms of feature selection, this paper selects the cepstral and
spectral feature parameters of MFCC and RASTA-PLP to
characterize music fragments based on the previous re-
search and does not do further research. For musical
emotion, due to its ambiguity and subjectivity, as well as the
complexity of the process of human perception of emotion,
what factors constitute the difference of musical emotion
remains to be studied, and only these two types of char-
acteristics cannot fully express its characteristics. In terms
of feature selection, more experiments and screening are
needed to obtain more accurate feature expressions in
terms of musical emotion.
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