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In order to improve the prediction accuracy of stock price, an improvedmodel QPSO-DBN-GABP using quantum particle swarm
optimization algorithm to optimize deep belief network is proposed. In this model, the quantum particle swarm optimization
algorithm is used to �nd the optimal combination of the number of neurons in each layer of RBM, and the genetic algorithm is
used to optimize the initial weight and threshold of BP neural network, so as to obtain the optimized combination prediction
model. �e prediction results are compared with those of DBN, PSO-DBN, and QPSO-DBNmodels. �rough the comparison of
experimental results, it is found that compared with the above three prediction models, the prediction error index RMSE of the
model is reduced by about 10.1%, 9.1%, 1.3%, andMAE is reduced by 8.1%, 5.7%, and 0.67%.�e prediction accuracy of the model
is improved to 96.435%.

1. Introduction

In the stock market, the future trend of the stock price has
always been the focus of investors. �erefore, how to predict
stock price more accurately has become the research di-
rection of many scholars. At present, the common predic-
tion methods of stock price mainly include statistical
analysis method and machine learning method. �e sta-
tistical analysis method mainly uses the least square to
construct various regression models. For example, literature
[1] carried on the nationality test and the unit root test to the
time series establishes the ARIMA model of the stationary
time aligned sequence obtained after the di¡erence of the
nonstationary sequence; by analyzing the current expo-
nential ¢uctuation, the time series model is used to predict
the exponential ¢uctuation in the next year. Literature [2]
used a hybrid approach of the adaptive wavelet transform,
long short-term memory, and ARIMA-GARCH family
models for the stock index prediction. However, because
these models assume toomany preconditions and have a low
ability to deal with nonlinear problems, and the in¢uencing
factors of stock price are generally strong nonlinear

relationship, the scope of application of these regression
models is limited. Due to its strong nonlinear processing
ability, the machine learningmethod has been widely used in
stock price prediction in recent years; literature [3] used
Long Short-Term Memory in stock prices forecasting in
Indonesia during Covid-19. In their experiments, they vi-
sualized the data using data science and predicted and
simulated the important prices called Open, High, Low, and
Closing (OHLC) with various parameters; In paper [4], a
data set was created from the Indian stock market and an
LSTM model was developed for it. It was then optimized by
comparing stateless and fateful models and by tuning for the
number of hidden layers. Under the condition of complex
in¢uencing factors and a large amount of data, the accuracy
of the above model for stock prediction needs to be further
improved. Literature [5] used Deep Belief Neural Network
(DBN) with Atom Search Optimization optimization and
good results were obtained in student performance pre-
diction. Because the prediction result of DBN is a¡ected by
the number of neurons in each layer of RBM (Restricted
Boltzmann Machine), if the number of RBM neurons is
manually selected, it is easy to fall into local optimization due
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to the large number of selection parameters. Particle swarm
and its improved algorithm are widely used in global op-
timization problems.

,is paper proposes an improved model for stock price
prediction, which is different from the previous research
methods. ,e model constructed in this paper can auto-
matically select a better number of DBN nodes, which is rare
in previous studies. ,is paper mainly uses MATLAB to
create a model for stock forecasting and uses RMSE and
MAE as indicators for comparative analysis. Based on tra-
ditional DBN, Particle Swarm Optimization (PSO) DBN,
Quantum Particle Swarm Optimization(QPSO) DBN [6–8],
and Quantum Particle Swarm Optimization(QPSO) DBN at
the same time Genetic Algorithm(GA) is used to optimize
BP model proposed in this paper. ,rough the comparative
analysis of the above-given evaluation indicators, the better
model is selected as the prediction stock price model, so as to
reduce the prediction error of stock price.

2. An ImprovedDepthBeliefNetworkModel for
Stock Price Forecasting

2.1. PSO Principle. PSO is an evolutionary computing
technology, which originates from the research on the
predation behavior of birds. PSO designs a classless particle
to simulate the birds in the bird swarm.,e particle has only
two attributes: speed and position. Speed represents the
speed of movement and position represents the direction of
movement. Each particle separately searches for the optimal
solution in the search space, records it as the current in-
dividual extreme value, shares the individual extreme value
with other particles in the whole particle swarm, and finds
the optimal individual extreme value as the current global
optimal solution of the whole particle swarm. All particles in
the particle swarm adjust their speed and position according
to the current individual extreme value found by themselves
and the current global optimal solution shared by the whole
particle swarm.

Suppose a population G � (G1，G2， . . . , GM) com-
posed of M particles in a N dimensional search space, in
which the ith particle is represented as a N dimensional
vector Gi � (gi1, gi2, . . . , giN), which represents the position
of the ith particle in the N dimensional search space and a
potential solution of the problem. ,e fitness value corre-
sponding to the position of each particle Gi can be calculated
according to the objective function. ,e velocity of the ith
particle is Vi � (vi1, vi2, . . . , viN), its individual extreme
value is Pi � (pi1, pi2, . . . , piN), and the population extreme
value is Pi � (pi1, pi2, . . . , piN). In each iteration, particles
update their speed and position through individual extreme
and group extreme, that is,
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where ω is inertia weight; d � 1, 2, . . . , N ; i � 1, 2, . . . , M, k

is the current number of iterations; vk
i d is the velocity of

particles; c1, c2 is a nonnegative constant, called the

acceleration factor, r1, r2 is a random number distributed in
an interval [0, 1].

2.2. QPSO Principle. As an optimization algorithm of par-
ticle swarm algorithm, a quantum particle swarm optimi-
zation algorithm in quantum space based on quantum
theory is an uncertain search algorithm, which can more
likely search for the best advantage that is not near the
optimal solution of the ith particle from the beginning of the
iteration to the current number of iterations and the current
optimal solution of the particle population. Verified by
several benchmark functions, the performance of the al-
gorithm is obviously better than the ordinary PSO algorithm
in all aspects [9].

In the QPSO algorithm, the population size is set asM, in
the process of evolution, the particles add or subtract with a
certain probability to update the position of each particle
and generate a new particle population, which is determined
by formulas (2)–(5):

p � a∗ pbest(i, :) +(1 − a)∗ gbest, (2)

mbest �
sum(pbest)
popNum

, (3)

b � 1 −
step

Maxstep
∗ 0.5, (4)

pop(i, :) � p + b∗ abs(mbest − p)∗ log
1
u

 

∗ (1 − 2∗ (u≥ 0.5)),

(5)

where a and u are random numbers between 0 and 1, step is
the current iteration number, Maxstep is the maximum
iteration number, popNum is the population size, mbest is
the average value of the historical extreme value of con-
temporary particle swarm, b is the contraction and ex-
pansion coefficient, which decreases linearly in the
convergence process of QPSO, pbest(i, : ) is the historical
extreme value of the ith particle, gbest is the global extreme
value of particle swarm, and step is the current evolutional
generation, sum represents a function that sums all com-
ponents in a vector, abs stands for finding the absolute value
and log represents natural logarithm.

2.3. GA. ,e basic principle of GA is to imitate the evo-
lutionary law of “natural selection and survival of the fittest”
in the biological world. Professor J. Holland of Michigan
University proposed the algorithm in 1967.

GA starts with an initial population, which is composed
of a certain number of individuals encoded by genes. After
the initial population is generated, the genetic operator is
used to generate the offspring population representing the
new solution set, and the better approximate solution is
obtained through generation-by-generation evolution. In
each generation, individuals are selected according to the
fitness of individuals in the solution space. ,e greater the
chance of individuals with high fitness to be selected into the
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next generation, and the offspring population representing
the new solution set is generated through crossover and
mutation operations.

,e basic steps of a genetic algorithm are as follows:

Step 1. Coding: GA should first encode the actual
problem and express the problem in string. ,is string
is equivalent to a chromosome in genetics. ,e sum of
individual strings generated by each generation is called
the group. For the convenience of computer imple-
mentation, the string length is usually fixed, and the
character is 0 or 1.
Step 2. Generation of initial population: randomly
generate N string structure data, each string structure
data becomes an individual, and N individuals con-
stitute the initial population of the genetic algorithm.
,e genetic algorithm starts evolution with this initial
population as the initial point.
Step 3. Fitness evaluation: the fitness function needs to
be defined according to specific problems. ,e larger
the adaptation, the better the individual, and the
smaller the individual, the worse.
Step 4. Selection: selection is also called replication.
Replication is the basic operator of GA. It reproduces
excellent individuals in the next generation of a new
population, reflecting the natural selection principle of
“survival of the fittest.” Common selection methods
include roulette selection, tournament selection, and
random competition.
Step 5. Crossover: crossover operator, also known as
gene recombination, plays a central role in GA. Cross
operation is performed on two individuals who have
undergone a selection operation. ,e crossover method
adopted shall be able to transfer the characteristics of the
parent string to the child string. ,e substring should be
able to partially or completely inherit the structural
characteristics and effective genes of the parent string.
Cross reflects the idea of information exchange.
Step 6. Variation: firstly, an individual is randomly
selected in the population. For the selected individual,
the value of a string in the string structure data is
randomly changed with a certain probability. As in the
biological world, the probability of variation in GA is
very low, and the value is usually very small.
Step 7. ,e initial population obtains the next gener-
ation population through the above steps and then
judges whether the end condition is met. If so, a better
approximate solution is output, If not, repeat steps 3– 7.

2.4. BP Neural Network. BP neural network is the learning
process of error back propagation algorithm. ,e learning
process is mainly composed of two processes: forward
transmission of information and back propagation of error.
BP neural network is a three-layer network.

Input layer: each neuron in the input layer is responsible
for receiving input information from the outside and
transmitting it to each neuron in the middle layer.

Hidden layer: the middle layer is the internal informa-
tion processing layer, which is responsible for information
transformation. According to the requirements of infor-
mation changeability, the middle layer can be designed as a
single hidden layer or multihidden layer structure. ,e
information transmitted from the last hidden layer to the
neurons of the output layer is further processed to complete
a learning forward propagation process.

Output layer: the output layer outputs information
processing results to the outside world.

When the actual output is inconsistent with the expected
output, it enters the back propagation stage of error. ,e
error passes through the output layer, modifies the weight
and threshold of each layer in the way of error gradient
descent, and transmits it back to the hidden layer and the
input layer. ,e repeated process of information forward
transmission and error reverse transmission is not only the
process of continuously adjusting the weight and threshold
of each layer but also the process of neural network learning
and training. ,is process continues until the error of
network output is reduced to an acceptable level or the preset
learning times. Because the initial weight and threshold of
the BP neural network are given randomly, and the output
error of the network will affect the initial weight and
threshold; GA is used to find a better initial weight and
threshold and assign it to the BP network, so as to achieve
small error and improve the accuracy of prediction. ,e
process of optimizing the BP neural network by GA is shown
in Figure 1.

2.5. DBN. DBN is a probability generation model. Com-
pared with the neural network of the traditional discrimi-
nation model, the generation model establishes a joint
distribution between observation data and labels, and
evaluates both P (observation|label) and P (label|observa-
tion), while the discrimination model only evaluates the
latter, that is, P (label|observation). ,e whole DBN re-
gression prediction model is composed of several super-
imposed RBMs and a layer of the BP network. Each RBM
network has two layers. ,e first layer is called the visual
layer, which is generally the input layer, and the other layer is
the hidden layer, that is, the feature extraction layer we
generally refer to. ,e structure of the DBN regression
prediction model is shown in Figure 2.

,e training process in DBN can be divided into two
steps: the first is the pretraining stage, which trains each layer
of the RBM network in an unsupervised way to ensure that
the feature vectors are mapped to different feature spaces
and retain the feature information asmuch as possible.,en,
there is the fine-tuning stage. In this section, the last layer of
DBN is the BP network, and the output eigenvector of the
last layer of RBM is used as its input eigenvector for su-
pervised training.

2.6. Process of Optimizing DBN. ,e number of neuron
nodes in each hidden layer in the DBN network has an
important impact on the experimental results. On the one
hand, too few hidden layer nodes will not fully learn the
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nonlinear relationship between input and output, in which
case the prediction result error is large; on the other hand,
too many hidden layer nodes will increase the learning time
of the model and may even cause the model to collapse,
unable to obtain the optimal solution of the model. Usually,
the number of neurons in each layer is artificially set
according to experience through experimental comparison.
Obviously, this method is not only time-consuming and
laborious but also not easy to find the optimal solution. In

this paper, by setting the selection range of the number of
neuron nodes in 3 to 5 hidden layers, the better number of
layers is selected by comparison; ,en, the global optimi-
zation ability of the quantum particle swarm optimization
algorithm is used to find the combination of the number of
neurons that make the output error of the model smaller;
that is, QPSO is used to optimize the combination of the
number of nodes in each layer of DBN with the selected
number of layers. At the same time, a genetic algorithm is
used to optimize the connection weight and threshold of the
regression layer, that is, the BP layer. ,is optimization
model is abbreviated as QPSO-DBN-GABP. ,e optimi-
zation process is shown in Figure 3. ,e specific steps are as
follows:

Step 1. Setting of DBN parameters: the maximum
number of iterations of training RBM, the number of
blocks of RBM training samples, the random sample
size each time, and the value range of the number of
neuron nodes in the hidden layer of DBN.
Step 2. In the QPSO algorithm, a random solution x is
generated between the maximum and minimum values
of the hidden layer set in equation (1), and the re-
ciprocal of the mean square error tested in the DBN
model determined by x is calculated as a fitness
function, i.e.,

f(x) �
1


N
i�1 yi − y

⌢

i)
2/N,

(6)

where N is the total number of samples, yi and y
⌢

i are
the actual and predicted values of the ith sample.
Step 3. Calculate the fitness of each particle in the
particle swarm, record the individual extreme value and
global extreme value of the particle swarm respectively,
and update the position pop (i,) of each particle in the
current particle swarm according to equations (2)–(5).
Step 4. ,e fitness of each particle in the new particle
swarm is calculated according to the fitness function
formula, and the individual extremum and global ex-
tremum are updated; judge whether the iteration
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Figure 2: ,e network structure of DBN.
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Create BP and predict according to the optimization results
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Figure 3: Flow-process diagram of the QPSO-DBN-GABP.

the structure of BP network is given

GA is used to optimize the initial weight and threshold of BP
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end
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Figure 1: ,e process of optimizing BP neural network by GA.
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conditions for exiting the loop are met. If so, exit the
loop, otherwise, return to step 3.
Step 5. ,e optimal solution of the problem is output
and assigned to the DBN network.
Step 6. BP network takes the output of the DBN net-
work as the input, takes finding the best parameters
through GA as the initial weight and threshold to
predict the test data, and outputs the prediction per-
formance evaluation index.

3. Stock Price Forecast and Analysis

3.1. Data Source and Preprocessing. Stock data selects the
historical trading data of a listed company in China over a
period of time (the data comes from the Forecaster Net-
work). A total of 2786 data were obtained, according to the
principle that the number of training samples is between 2/3
and 4/5 [10], the training set is provided with 2100 data and
the testing set is provided with 686 data, and for the sake of
ensuring the randomness, the data set is randomly divided
into the training set and test set. According to literature
[11, 12], the input variables are preliminarily set as opening
price, highest price, lowest price, closing price, transaction
amount, business volume, turnover rate, rise or fall on the
nth day, and closing price in n to n − 5 days. ,en, using the
calculation of the Spearman coefficient in the feature se-
lection method, we know that the correlation coefficients of
these variables and output variables are 0.0098,
−0.2002,00846, −0.09, which are far less than 0.9, so these
can not be used as input variables. Finally, the selected input
variable are opening price, highest price, lowest price, and
closing price in n to 4/5 days. ,e output variable is the
closing price of the stock on the day n + 1.

Because different units or orders of magnitude of input
and output data may cause problems such as slower model
convergence and longer training time, it is necessary to
normalize the sample data. ,e normalization formulas are
as follows:

P �
p − pmin

pmax−pmin
, (7)

where P is the normalized value, pmin is the minimum value
in the dataset to be normalized, pmax is the maximum value
in the dataset to be normalized, and p is any value in the
dataset to be normalized.

3.2.Model Evaluation Index. To evaluate the performance of
different models, two evaluation indexes, root mean square
error (RMSE) and mean absolute error (MAE), were used to
evaluate the model performance. ,e calculation formulas
for RMSE and MAE are as follows:

RMSE �

�������������������������
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(8)

where y
⌢

i is the predicted value of the test set, yi is the true
value of the test set, and n is the number of test sets.

3.3. Experimental Results. ,e configuration of the experi-
mental computer: CPU is Intel i7-3770H, internal memory is
8GB, algorithm model operation software is MATLAB
2016a. ,ere are 9 neurons in the input layer of DBN.
Considering the efficiency and accuracy, when the value of
the hidden layer is in three to five layers, and the range of the
number of neurons in the hidden layer is [20, 30], [20, 50],
[20, 70], the stock prediction algorithm based on DBN is
selected by experimental comparison, and then the pre-
diction accuracy of DBN, PSO-DBN, QPSO-DBN, and
QPSO-DBN-GABP is compared. ,e main parameters of
PSO, QPSO, and GA are as follows: the population size of
PSO and QPSO is 40, the number of iterations is 50; GA has
a population size of 30 and a genetic algebra of 10. First, the
average error results of 10 DBN runs at different levels are
given, as shown in Tables 1–3.

Based on the results of the previous three tables, we can
see that when the number of RBM is 3 layers, the error
evaluation index of RMSE andMAE with the value range of
RBM node number in [20, 70] is 0.11036 and 0.07117 which
are smaller than other hidden layer node number [20, 30]
and [20, 50]. When the number of RBM is 4 or 5, each error
evaluation index increases sharply, the smallest one is
0.11776 (RMSE) and 0.07514(MAE), which is about 7% and
5% larger than that of the 3 layers with the value range of
RBM node number in [20,70] so the prediction of true
value cannot be achieved. So the hidden layer of the model
is 3 and the number of hidden layer nodes ranges from
[20,70].

From the above-given data processing results, and in
order to compare the prediction performance of the QPSO-
DBN-GABP model, the same set of data is modeled and

Table 1: Error comparison of implicit layer 3.

Number of nodes RMSE MAE
[20, 30] 0.12438 0.07692
[20, 50] 0.11778 0.07421
[20, 70] 0.11036 0.07117

Table 2: Error comparison of implicit layer 4.

Number of nodes RMSE MAE
[20, 30] 0.12306 0.07705
[20, 50] 0.12271 0.07659
[20, 70] 0.11776 0.07514

Table 3: Error comparison of implicit layer 5.

Number of nodes RMSE MAE
[20, 30] 0.15111 0.09775
[20, 50] 0.13611 0.08408
[20, 70] 0.12777 0.08243
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predicted using DBN, PSO-DBN, and QPSO-DBN. ,e
prediction curves of each model are shown in Figure 4. ,e
prediction simulation results (Table 4) of the above four
models show that the QPSO-DBN-GABP model performs
best: compared with DBN, PSO-DBN, and QPSO-DBN
model. ,e RMSE of QPSO-DBN-GABP model predictions

decreased about by 10.1%, 9.1%, 1.3%, and MAE by 8.1%,
5.7%, and 0.67%, respectively.

4. Conclusions

As a probability generating model, DBN has a wide range of
applications. When using this network to predict the stock
price, it is composed of multiple RBMs and a BP at this time.
However, the prediction result is related to the number of
RBMs, the number of nodes in each layer, and the selection
of BP’s initial weight and threshold. In order to improve the
accuracy of prediction, this paper proposes an improved
DBN model. Firstly, for the data used this time, the better
RBM layer is selected as three layers through the experi-
mental results. ,e value range of the number of nodes in
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Figure 4: Comparison of prediction results of each model.

Table 4: ,e error evaluation index.

Evaluating indicator RMSE MAE
DBN 0.1163 0.0746
PSO-DBN 0.1153 0.07292
QPSO-DBN 0.10706 0.06946
QPSO-DBN-GABP 0.10566 0.069
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each layer is [20,70]. Secondly, the quantum particle swarm
optimization algorithm is used to seek a better combination
of the number of nodes in each layer, and the DBN is
established by using the selected combination of the number
of nodes.,en, the genetic algorithm is used to search for the
better initial weight and threshold of the BP department.
Finally, the obtained parameter combination model is
established by using the training data set, and the test data set
is used for testing. ,e simulation results show that this
combined forecasting model has a smaller error and higher
accuracy than DBN, PSO-DBN, and QPSO-DBN when
forecasting stock prices.
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