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English is a universal language in the world. It has become the consensus of society as a subject of education in primary and
secondary schools and even universities.  erefore, how to improve English reading ability has also become a focus area of school
education and students.  e current research on English reading is mainly based on the sense of reading questions, reading
patterns, answering skills, etc. and lacks the analysis of English reading corpus. In view of this, this paper used a self-built English
reading corpus, adopts the feature extraction method, and combines the convolutional neural network (CNN) to build a model to
carry out numerical analysis on the self-built English reading corpus, optimized the model, and compared and analyzed the results
obtained.  e optimal dropout rate and iteration times were obtained by updating experimental parameters. In order to make the
experimental results more convincing, the W2V-SVM and W2V-CNN models that combine di�erent feature extraction and
classi�cation methods are designed. Compared with the optimized CNN model, the accuracy rate, recall rate, and F1 value of the
optimized CNN model were 89.81%, 92.39%, and 92.8%, respectively.  e accuracy, recall, and F1 value of the W2V-SVMmodel
are 81.31%, 82.09%, and 81.25%, respectively.  e accuracy, recall, and F1 value of the W2V-CNNmodel are 85.24%, 84.98%, and
85.12%, respectively. It shows that the optimized CNN feature classi�cation model has better feature classi�cation e�ect on the
self-built English reading corpus.  e experimental results meet the expected value.

1. Introduction

 e corpus is the language material stored by the computer,
and its language material is composed of the language
material that actually exists in practice. erefore, the corpus
contains a wealth of linguistic knowledge such as language,
vocabulary, grammar, etc., which has a certain impact on
students’ English learning, the improvement of teachers’
teaching methods, and even the research of linguistic re-
searchers. However, as a resource for language expression, it
requires learners to process and analyze it by themselves in
the process of using it. As one of the main languages used in
the world, English has a position that cannot be ignored in
school teaching. English reading ability is an important
indicator for evaluating English learning. In the actual
English learning process, the English examination mainly
examines the students’ English reading ability, and im-
proving the students’ English reading ability has also become

a major di�culty for teachers in teaching.  e emergence of
corpus can help teachers cultivate students’ good English
reading habits and can also analyze students’ mistakes in
learning English through examples of corpus and promote
the realization of English teaching goals. By analyzing the
characteristics of the English reading corpus, the compo-
sition of the vocabulary and sentences in the actual English
reading can be obtained, which can provide some data
support for English reading teaching. At the same time, it
can also help students choose a more e�ective learning
method in English reading and provide a reference basis. To
sum up, the study of English reading corpus has certain
practical signi�cance for the improvement of English
reading ability.

In view of the importance of English corpus in English
learning, many researchers have done research on English
corpus. Yanez-Bouza and Gonzalez-Diaz [1] conducted
related research on the content and compilation process of
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APU writing and English reading corpora through the
operation process of children’s language comprehension [1].
Starting from the English reading corpus, Lee et al. [2]
studied the correlation between the English corpus and
learners’ mastery of vocabulary and solved the problem of
vocabulary learning by encouraging learners to self-analyze
and construct an English reading corpus [2]. Shatz [3]
analyzed the role of capitalization in language processing
and writing assessment during reading from the capitali-
zation error patterns in an English reading corpus con-
structed from 133,000 texts of 38,000 foreign learners [3].
Guziurová [4] constructed an English reading corpus from
English-type articles written by nonnative English-speaking
research scholars and compared it with an English reading
corpus constructed based on articles written by English
writers designed by SciELF [4]. Oveshkova [5] developed a
task and activity system based on the English corpus and
took the students of a foreign language college as the ex-
perimental object to observe the effect of the language
learning method based on the corpus [5]. Ryu et al. [6]
investigated the textual difficulty of reading materials of
English textbooks in Korean middle schools and analyzed
the linguistic and psycholinguistic characteristics of English
texts and textbooks by constructing an English reading
corpus [6]. From the above studies, we can see that the
current research direction of the English reading corpus is
basically the research on its function, and the basic
framework of the English reading corpus, such as vocabulary
and word attributes, is rarely researched and analyzed.
However, this qualitative analysis cannot fully meet the
needs of modern learners, so it is necessary to consider
refining the problem and conduct related research from the
composition of the succession of the English reading corpus.

In recent years, CNN has become an algorithm used in
research in many disciplines. Evo and Avramovi [7] built a
classification model for aviation and target image detection
through CNN [7]. Based on the combination of CNN and
fault detection and classification of semiconductor
manufacturing process, Lee et al. [8] extract fault features for
multivariate sensor signals [8]. Chen and Jahanshahi [9]
proposed a model framework based on CNN and Naive
Bayes for analyzing single video frame numbers for crack
detection [9]. Palsson et al.’s [10] method is using CNN to
fuse multispectral and hyperspectral images together to
obtain high-resolution images [10]. Murillo et al. [11]
extract image features by improving the training of CNN
in NATLAB [11]. El-Sawy et al. [12] trained and tested a
database of handwritten Arabic characters using CNN
[12]. +e use of CNN in current research is mostly image
recognition and feature extraction, but since the weight
and parameter settings of CNN in the convolution process
will affect the accuracy of the data, only using CNN to
train on research data may not achieve the expected re-
sults in research. Depending on the data attributes that
need to be analyzed, the characteristics of the research
data need to be considered when training, and the English
reading corpus obviously has text characteristics. When
using the CNN to analyze the English reading corpus, it is
necessary to combine the characteristics of the text and

integrate with other methods in order to obtain more
accurate data.

+e role of CNN in the field of feature recognition has
been reflected in different disciplines. In this paper, CNN is
combined with some common feature extraction methods to
build a classification model and optimize the model.
Combined with the numerical analysis of the English
reading corpus created by tem-8 reading sections over the
years, the classification accuracy of the model was obtained.
+e results show that, compared with TF-IDF, NNLM, and
Word2Vec models, the feature classification model con-
structed in this paper is better. By comparing it with the
CNN feature classification model before optimization,
W2V-SVM, and W2V-CNN, it confirms that the optimized
model is more practical. In this paper, the self-built English
reading corpus is analyzed by the feature extraction method.
In the use of method tools, based on the model structure of
CNN, an experimental model integrating multiple methods
is constructed, and in the design of the model, word vectors
with different meanings of words are proposed according to
the semantic features of the text, which is the innovation of
this paper.

2. English Text Feature Extraction Method
and Classification

2.1. Feature Extraction Method and Text Classification.
Methods and tools to discover deep knowledge and certain
pattern features from a large number of documents are
called text mining [13]. Text mining is related to techniques
in multiple fields, such as pattern recognition, statistics, data
mining, and informatics [14]. As shown in Figure 1, it also
involves Internet fields such as machine learning, artificial
intelligence, and computer science.

Figure 1 shows some of the subject areas involved in text
mining techniques. It can be seen that the tool carrier of text
mining is a computer, so when performing text mining, the
expression and classification of text should conform to the
processing thinking of computer [15]. At present, the
selection of text features is mainly to select a feature word
from the text and quantify the feature word to express text
information. Based on this, which algorithm to choose to
process feature words has become the main research
direction of text representation. When selecting feature
words, the selected feature words not only need to be able
to clearly identify the text information on the basis of
being distinguishable from other texts, but also need to
pay attention that the number should not be too many. At
present, the main methods of feature selection are as
follows: directly select from original features or use
mapping transformation and select representative items
according to expert knowledge, or use mathematical
statistics to find the most obvious features. It selects di-
rectly from raw features or transforms with mapping and
selects representative items based on expert knowledge. In
addition to feature selection, the overall function of text
classification also includes text preprocessing, statistics,
and other steps. +e general training process is shown in
Figure 2.
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As can be seen from the schematic diagram in Figure 2,
after inputting the training set, the system first formats the
original text data into the same format, which is the pre-
processing process. +e initial document is then decom-
posed into individual units, and the probabilities of items in
the data associated with the classification are counted, which
is the index and statistics of the system. After completing

these basic steps, feature extraction is performed, and then a
classifier is selected for classification.

Text classification methods mainly include word
matching method, knowledge engineering, and statistical
learning [16], of which word matching method is the earliest
proposed method. +e classification processing principle of
word matching method is to classify according to the class

Figure 1: +e text mining part covers the fields.

text

Training data

pretreatment

statistical

index

Feature extractionClassification of tools

Figure 2: Basic process of text classification training.
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name in the document. +e same class name is the same
class, and the different class name is not. +e classification is
too simple, so this method is rarely used at present.
Knowledge engineering is to add the inference rules of
human judgment into the classification system for classifi-
cation. +e labor cost of this method is high and the rea-
soning rules in each field need to be reconstructed, which is
relatively cumbersome to use, so this method is also used
less.+e classification method of statistical learning is to first
use the training set for model training and mining features
for classification, and the techniques used have a solid
theoretical basis [17], so this classification method is widely
used. Statistical learning includes many algorithms.

Naive Bayesian classificationmethod belongs to a class of
Bayesian learning methods; its basic principle is to calculate
the probability that a document in the text can be classified
in a certain text category [18]. Assuming that Ax is a certain
category in the document category, and By is any document
in the document, the probability of document By belonging
to each document category is calculated, and document By is
classified as one of the document categories with high
probability. +e probability calculation formula is

p Ax|By􏼐 􏼑 �
p Ax( 􏼁p By|Ax􏼐 􏼑

􏽐x�1p Ax( 􏼁p By|Ax􏼐 􏼑
. (1)

In formula (1), the precondition for calculating the
probability is that the features of the document are inde-
pendent of each other, which is unlikely to hold in actual text
training. However, as long as the probability error is within
the allowable range, the Naive Bayes classification method
can still maintain a good classification effect.

Conditional random field is a conditional probability
distribution model, which is mainly used for lexical analysis
work such as part-of-speech tagging.+emain feature is that
when classifying data, the classification information of ad-
jacent data can be considered. +erefore, problems such as
classification bias can be well solved in use, and in this
algorithm, all features will be normalized, and the global
optimal solution will finally be obtained.

SVM mainly uses the kernel function to project the
original sample space into a higher dimensional plane of
space and then looks for a super-large plane in this high-
order space. +is superplane can split the two data planes
and ultimately maximize the separation between the two
split data planes [19].

+is article will use these methods for comparative
analysis. Since there is no guarantee of 100% classification
effect in the classification, mainly because the classification
effect cannot be guaranteed to be 100% in the classifica-
tion, some data are misclassified, and some data are
correctly classified, and this information can be repre-
sented by a binary classification mixture matrix, as shown
in Table 1.

Table 1 is the binary classification mixture matrix. In this
matrix, assuming that the training samples are divided into
positive cases, where the number represents 1, and the
number represents 0, then A, B, C, and D in the table
represent the classification of these samples.

+e accuracy rate can be expressed as follows according
to the data in the table:

R �
A + D

A + B + C + D
. (2)

According to the data in the table, the accuracy can be
expressed as

R �
A

A + C
. (3)

Precision represents the proportion of correctly classi-
fied items among all positive examples.

+e formula for calculating recall is

R(recall) �
A

A + D
. (4)

+e recall rate represents the ratio of correctly classified
positive examples in the correct classification, that is, howmany
positive examples in the training sample are correctly predicted.

+e formula for calculating the F1 value is

F1 �
2A

2A + B + C
. (5)

+is paper will use the above indicators to measure the
feature extraction-oriented numerical analysis model.

Common feature extraction methods are based on sta-
tistics and based on semantics.+e former mainly constructs
an evaluation function, independently evaluates and scores
the feature sets in the training samples to independently
evaluate and score the feature set in the training sample, and
sorts them according to the size of the scores and finally
extracts the optimal features.

Supposing that the training sample set is Q, m is the text
in the set Q, and x is the feature of m.

+e document frequency calculation formula is

F(x) � q|if minQ, q ∈ Q􏼈 􏼉. (6)

+e calculation of document frequency is mainly to
calculate the number of samples with a certain feature from
all the training samples.

Information gain represents the average information of a
feature in the text. Assuming that the text category is gw,
p(x|gw) represents the probability that x appears in this text
category, and p(x′|gw) represents the probability that the
text does not have this type of feature but belongs to this
category, then the information gain expression formula is

IG(x) � p(x) 􏽘
w�1

p x|gw( 􏼁log p x|gw( 􏼁

+ p x′( 􏼁 􏽘
w�1

p x′|gw( 􏼁log p x′|gw( 􏼁

− 􏽘
w�1

p gw( 􏼁log p gw( 􏼁.

(7)

+e expected cross entropy is similar to the information
gain. +e difference between it and the information gain is
that the expected cross entropy does not consider the fact
that the text does not exist, and its calculation formula is
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F(x) � p(m) 􏽘
w�1

p gw( 􏼁log
p m|gw( 􏼁

p(m)
. (8)

Mutual information is a variable used to represent the
correlation between features and text categories. +e cal-
culation formula is

G(x) � log
p(x, g)

p(x)p(g)
, (9)

where g represents the text category.
+e word frequency is literally the frequency of a word,

and the expression formula is

F(x) � P(m|Q). (10)

+e above is a feature extraction method from a sta-
tistical point of view.

Traditional text semantic feature extraction methods
commonly used one-hot discrete model, bag-of-words
model, and TF-IDF model.

One-hot discrete text semantic feature extraction is
mainly trained according to word characteristics. It first
builds a dictionary of words in the text and then uses 0 or 1
for each identical word in the dictionary. Assuming that
there are 7 words in the dictionary, each word is recorded as
1 if it appears, and it is recorded as 0 if it does not appear. In
this way, the words are digitally marked in turn. For example
“Mark likes to swim at the natatorium.”; build the dictionary
(“Mark”: 1, “likes”: 2, “to”: 3, “swim”: 4, “at”: 5, “the”: 6,
“natatorium”: 7); the word representation is

Mark: [1, 0, 0, 0, 0, 0, 0,]

Likes: [0, 1, 0, 0, 0, 0, 0,]
Swim: [0, 0, 1, 0, 0, 0, 0,]

By analogy, each word in the constructed dictionary is
marked in this way, and the vector form of all words
constitutes a text matrix. And this method only extracts a
single word and cannot combine the semantic under-
standing to preserve the relationship between the upper and
lower words.

+e training steps of the bag-of-words model are similar
to those of the one-hot discrete model. +e difference be-
tween the two is that the bag-of-words model marks the
frequency of word occurrences. +is extraction method has
the same disadvantages as the one-hot discrete model.

Tf-IDF model simply means that if a certain word ap-
pears more times in one of the texts, it will appear less times
in the training data.

One is the neural network language model (NNLM)
based on the N-gram grammar, and the other is the word

vector Word2Vec semantic feature extraction model based
on the neural network language model. NNLM is shown in
Figure 3.

Figure 3 is a schematic diagram of the NNLM structure.
From the sketch of the structure, as in the NNLM, a feature
vector is first established for each word, and these feature
vectors are combined into a high-dimensional vector matrix
C. It sets the probability model, inputs a sequence of vectors,
and finally calculates the joint probability of this sequence. n
is the number label; the mathematical expression of the
neural network model is

f(ζ(δ), ζ(δ − 1), . . . , ζ(δ − n + 2), ζ(δ − n + 1))

� p
ζ(δ)

ζ1(δ − 1)
􏼠 􏼡.

(11)

Among them, ζ1(δ − 1) represents the vector sequence
from the first word to the δ word. +e above expression
model needs to meet the following conditions:

f(ζ(δ), ζ(δ − 1), . . . , ζ(δ − n + 2), ζ(δ − n + 1))> 0,

􏽘
1

Q
v�1f(v, ζ(δ), w(δ − 1), . . . , ζ(δ − n + 2), ζ(δ − n + 1)) � 1.

(12)

+e input vector sequence is converted into a probability
distribution through a feedforward or recurrent neural
network, and the probability is calculated as

f(v, ζ(δ), ζ(δ − 1), . . . , ζ(δ − n + 2), ζ(δ − n + 1))

� g(v, C(ζ(δ − n + 1)), . . . , C(ζ(δ − 1)),
(13)

where g(x) represents a feedforward or recurrent neural
network. After the model training is completed, the weight
parameters and word vectors of the network are obtained.
+e model solves the problem of text representation and the
probability distribution of word vectors.

Another semantic feature extraction model isWord2Vec
updated under the neural network language model. +e
difference between it and the neural network language
model is thatWord2Vec directly connects the word vector to
an embedding layer, regardless of the contextual relation-
ship, but uses the next word of the current word as the
contextual information. +e Word2Vec model mainly in-
cludes two models, CBoW and Skip-gram. +e Word2Vec
model is shown in Figure 4.

Figure 4 is the structure diagram of Word2Vec model.
As can be seen from the structure diagram, CBoW judges the
semantic features of the current word according to the se-
mantic relationship between the training texts, while Skpp-
gram judges the relationship between the antecedents and

Table 1: Binary classification mixture matrix.

−
Predictive value

+ −

Real value + Number of positive examples correctly classified (A) Number of misclassified negatives (B)
− Number of misclassified positives (C) Number of correctly classified negatives (D)
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contexts based on the semantic characteristics of the current
word. +erefore, the Word2Vec model can perform feature
extraction in combination with the context of the context.

2.2. CNN-Based English Reading Corpus Text Feature Ex-
traction Model. CNN first inputs the original features from
the input layer for convolution processing, and after the
convolution processing, it becomes a feature map through
the calculation of the next layer to continue processing.+en
the feature map is weighted and then biased, and finally the
output is processed by the activation function of the output
layer [20]. +e CNN structure is shown in Figure 5.

Figure 5 is a schematic diagram of the CNN structure.
From the structure diagram, CNN selects features through
convolution operation. +e expression of the convolution
layer is as follows:

c
i
j � f 􏽘

x∈Mj

c
i−1
x r

i
xj + s

i
j

⎛⎜⎝ ⎞⎟⎠. (14)

Among them, i represents the number of layers of the
convolutional layer, s represents the convolution kernel, j
represents the previous layer, M represents the feature, r is
the bias, and f represents the activation function.

+e training process of the convolutional layer of CNN is
shown in Figure 6.

Figure 6 shows the training process of convolution
kernel. Based on the structural processes shown, the feature
extraction is performed by the convolution kernel.

Based on the language features of English, attributes are
assigned to the meaning of each word in different sentence
contexts, and a semantic model of meaning attributes is
constructed according to the principle of feature extraction.
Each meaning has a corresponding attribute word vector.
During the training process, the words in the training
sample are extracted and the meaning is estimated in the
model according to the semantic model. Assuming that the
word w belongs to the meaning hi, the calculation formula of
the probability that the word w corresponds to the meaning
hi is p(w|hi):

p w|hi( 􏼁 �
times w, hi( 􏼁

times(w, h)
. (15)

Among them, times(w, hi) represents the frequency of
occurrence of the word and its meaning in the training set;
times(w, h) represents the sum of the frequency of oc-
currence of the word and all its meanings in the training
set.

ta
nh

so
ftm

ax

output

Table look-
up in C

Figure 3: Simplified NNLM.

input1

input2

input3

input4

SUM output

(a)

input projection

output1

output2

output3

output4

(b)

Figure 4: Word2Vec model diagram. (a) CBoW and (b) Skip-gram.
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Combined with relevant theoretical knowledge, the
constructed text feature extraction model is shown in
Figure 7.

Figure 7 is a structural diagram of a text feature ex-
traction model based on CNN. According to the structure of
Figure 7, after the data is processed by the convolution layer
and the pooling layer, it is processed by the connection layer,
and finally the features are output.

Assuming that the text is represented as Q, which
contains nwords, w represents words, and z represents word
vectors, the hidden layer state function is

H � W zw + zh( 􏼁 + ε, (16)

where W represents the weight matrix and ε is the decoding
bias vector.

In the decoder part, the updated hidden state is obtained
from the previous hidden state and the current input:

􏽢H � CNN Yi; H􏼂 􏼃, I( 􏼁, (17)

where Y is the output vector of decoder, i is the number of
layers reached by training, and I represents the current
input.

Using K to represent the bias vector, the probability
distribution of the final output through the hidden state is

p � softmax(W 􏽢H + K). (18)

+e meaning category Y of the final output is

Y � 􏽢W 􏽢H + 􏽢ε. (19)

Among them, 􏽢H represents the updated feature after the
pooling layer, and 􏽢W represents the updated weight matrix.

3. Experiments and Results

3.1. CNN-Based English Reading Corpus Text Feature Clas-
sification Experiment. +is paper selects the content of the
National English Major Level 8 reading comprehension
section from 1999 to 2014 to build a self-built English
reading corpus. +e experiment is divided into test data and
training data, and the specific number is shown in Table 2.

Table 2 shows the distribution of experimental data sets,
dividing the self-built English reading corpus into three
types: words, parts of speech, and sentences. +e parts of
speech are divided into nouns, verbs, adjectives, and adverbs.
+e specific proportions are shown in Figure 8.

According to the data shown in Figure 8, the nouns in
the special eight reading sections have a higher proportion,
which is also due to the large number of nouns in the English
sentence structure.

+e experiment will use the data sets in the above table
and figure as the object to evaluate the effect of the training
model constructed above.

convolution
kernel 1

convolution
kernel 2

convolution
kernel 3

featureconvolution
kernel

Input

Figure 6: Convolutional layer training process.

Input convolutional
layer

sampling
layer

convolutional
layer

sampling
layer

output

Figure 5: CNN structure diagram.
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3.2. Model Optimization. +e dropout layer is added to the
model constructed in this paper based on CNN, and a loss
function is added to the training. +e binary cross entropy
loss function is used to optimize the model.

+e optimized CNN feature classification model is
shown in Figure 9.

Figure 9 shows the optimized text feature extraction
model. It can be seen from the model structure diagram that
the optimized model only adds a dropout layer on the
original basis.

In this paper, the shape of the convolution kernel is
updated in the experiment, which are 2width, 3width, 4width,
5width, and 6width, respectively, so as to consider the semantic
features of two connected words, three words, and so on until 6
words. +ree ways are combined into a group, and different
combinations of convolution kernel experiments are designed.
+e specific allocation is shown in Table 3.

Table 3 shows the three convolution kernel combination
methods, and the experiment will select three convolution
kernel combination methods for experimental verification.
In the experiment, three combinations of convolution
kernels will be selected for experimental verification.

4. Results

+e first experiment in this paper is a text semantic feature
extraction experiment, using the TF-IDF, NNLM, and
Word2Vec mentioned above as a comparison experiment.
+e experiment uses the previous experimental data set and
part-of-speech data set for experiments, and the experi-
mental results are analyzed using the binary classification
mixture matrix data mentioned above. For the training set,
the final results are shown in Figures 10 and 11.

Figures 10 and 11 are comparison charts of precision-
recall rates for processing experimental datasets and part-of-
speech datasets using TF-IDF, NNLM, Word2Vec, and the
feature extraction model constructed based on CNN in this
paper. From the data in the figure, the feature extraction
model based on CNN has the best performance. From the
data in the two figures, it can be seen that the traditional
method performs slightly better when dealing with the
experimental dataset. +e reason is that the experimental
dataset is a long text, while the part-of-speech dataset is a
single word, and the semantic features of a single word are
not as obvious as long texts. +e traditional feature ex-
traction method model is relatively simple, and it is difficult
to extract semantic information through meaning, and the
new model constructed in this paper takes into account the
different meaning attributes of words. +erefore, whether it
is processing the experimental data set or the part-of-speech
data set, the effect is better.

+e second experiment is to analyze the classification
effect of feature extraction. According to the three types of
methods mentioned above, SVM, conditional random field,
and Naive Bayes, comparative experiments are carried out.
+e experimental results are analyzed using the binary
classification mixture matrix data mentioned above. +e
training set data obtained are shown in Figure 12.

Figure 12 shows the classification results of the exper-
imental data set and the part-of-speech data set by three
classification methods. From the data in the figure, the
classification effect of NBM is the best. +e reason may be
that the classification of NBM is based on the assumption of
conditional independence, so it has certain advantages in
this actual text classification.

+e accuracy of the verbs, nouns, adjectives, and adverbs
in the test set and training set is the test index, and the
classification effect is shown in Figure 13.

w1

w2

w3

H1

H2

Y1

Y2

Y3

decoder Encoder

Figure 7: Model structure of text feature extraction based on CNN.

Table 2: Experimental dataset allocation table.

− Test set Training set
Number of words 2361 5512
Number of sentences 646 1510
Number of word attribute 12500 29167

0

5

10

15

20

25

30

noun verb adjective adverb

ra
te

 (%
)

word attribute 

Test set
Training set

Figure 8: Proportion of part-of-speech dataset.
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Figure 13 shows the classification results of gerunds,
adverbs, and adjectives in the test set and training set. From
the data in the figure, the classification accuracy of verbs is
the highest. +is paper believes that the main reason is that
verbs have obvious meanings in sentences, so they can be
better identified in classification.

+e third experiment in this paper is a model optimi-
zation experiment, which is first tested according to the three
convolution kernel methods in Table 3.

Tables 4 and 5 are the test results of the convolution
kernel. From the test results, when the shape of the con-
volution kernel is 2, 3, and 4, the classification accuracy of
the test set is the highest, which is consistent with the real
language features. When the number of words is small, it is
easier to obtain the correlation between the two.

+e results of the dropout experiment are shown in
Figure 14.

Figure 14 shows the effect of using different dropout at
different layers on the model. From the data in the figure,
when the dropout rate of the convolutional layer is about
10%, the training effect is the best; when the dropout rate of
the connection layer is about 50%, the training effect is the
best. +erefore, the optimization model in this paper will set
these two values in the corresponding positions.

+en it is necessary to adjust the number of iterations to
observe the experimental effect. +e results are shown in
Figure 15.

Figure 15 is a comparison chart of the effects of the
experiments when the number of iterations is different.
From the results in the figure, when the number of iterations

w1

w2

w3

H1

H2

Y1

Y2

Y3hidden
layer state

pooling
layer

connection
layer

decoder Encoder

dropout

dropout

Figure 9: CNN-based text feature extraction optimization model structure.

Table 3: Combination of convolution kernels.

Combination Convolution kernel shape (width)
Combination 1 2 3 4
Combination 2 5 4 3
Combination 3 4 5 6
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Figure 10: Precision-recall comparison plot for the experimental dataset.
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Figure 13: Part-of-speech specific classification results.
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Figure 11: Precision-recall comparison plot for part-of-speech datasets.
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Table 4: Experimental dataset convolution kernel test results.

Convolution kernel shape Test set accuracy Training set accuracy F1
2,3,4 0.9864 0.8975 0.9135
5,4,3 0.9783 0.8695 0.9127
4,5,6 0.9932 0.8896 0.9123

Table 5: Part-of-speech dataset convolution kernel test results.

Convolution kernel shape Test set accuracy Training set accuracy F1
2,3,4 0.9875 0.9014 0.9029
5,4,3 0.9817 0.8765 0.9056
4,5,6 0.9897 0.8895 0.9104
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Figure 14: +e effect of dropout with different convolutional and connected layers.
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is about 20, the comprehensive index of themodel is the best,
so the variable of the optimizationmodel in this paper will be
set to 20 in the training process.

According to the optimized model, experiments are
carried out on the experimental data set and part-of-speech
data set and compared with the experimental results before
optimization. +e results are shown in Figure 16.

Figure 16 is a comparison chart of the precision-recall
rate of the experimental dataset and the part-of-speech
dataset before and after optimization of the CNN-based
feature extraction model. Figure 16 clearly shows that the
feature extraction effect after optimization is more accurate,
which is partly because the optimized model optimizes the
loss function. And this experiment added dropout to extract
more refined data.

To better analyze the results, combined experiments
were next performed. +e W2V-SVM group used Word2-
Vec to transform text words into word vectors and then
extracted features through SVM.+eW2V-CNN group uses
Word2Vec to convert text vocabulary into word vectors and
then uses the constructed CNN model for feature classifi-
cation. Compared with the optimized CNN (A-CNN) fea-
ture extraction experiment, the experimental results are
shown in Figure 17.

Figure 17 shows the effects of different models on feature
extraction and classification experiments. From the results
in the figure, the classification effect after optimization is
better than that of other combination methods set in this
paper. +e main reason is that the optimized model actually
combines the advantages of various models and performs
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word vector processing on the meaning of words. And it
optimizes the number of iterations of CNN, which can
improve the training effect of the model to a certain extent.
In addition, the dropout layer added by the optimized CNN
was also tested, and the optimal solution of the dropout rate
in the model was obtained. +erefore, the training effect of
the optimized model is naturally stronger than that of other
models.

5. Conclusions

By discussing the importance of English reading ability in
today’s society, this paper proposes a numerical analysis of
the English reading corpus and constructs a feature classi-
fication model based on the CNN model structure and
English semantic features to analyze the self-built English
corpus. +e classification effects of TF-IDF, NNLM,
Word2Vec, and the model constructed in this paper are
compared and analyzed based on the experimental indica-
tors of precision-recall rate; the experimental results show
that the feature extraction classification model constructed
in this paper has the best effect. +en compare the com-
monly used text classification methods NBM, SVM, and
CRF, and get the best classification effect of NBM. +en, the
constructed feature classification model is optimized to
obtain a more accurate classification effect of the optimized
model. Finally, a combination of several models is designed
to analyze the feature classification effect; according to the
classification accuracy, recall and F1 value of the optimized
CNN model are higher than other models, which proves the
availability of the optimized model. All experiments show
the importance of word vector representation for different
meanings of words in the process of text semantic feature
extraction.
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