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In this paper, trajectory planning and navigation control problems have been addressed for a mobile robot. To achieve the
objective of the research, an adaptive PSO (Particle Swarm Optimization) motion algorithm is developed using a penalty-based
methodology. To deliver the best or collision-free position to the robot, ftness values of the all-random-positioned particles are
compared at the same time during the target search action. By comparing the ftness values, the robot occupies the best position in
the search space till it reaches the target. Te new work integrated with conventional PSO is varying a velocity event that plays a
vital role during the position acquisition (continuous change in position during the obstacle negotiation with the communication
through random-positioned particles). Te obstacle-negotiating angle and positional velocity of the robot are considered as input
parameters of the controller whereas the robot’s best position according to the target position is considered as the output of the
controller. Simulation results are presented through the MATLAB environment. To validate simulation results, real-time ex-
periments have been conducted in a similar workspace. Te results of the adaptive PSO technique are also compared with the
results of the existing navigational techniques. Improvements in results between the proposed navigation technique and existing
navigation techniques are found to be 4.66% and 11.30%, respectively.

1. Introduction

In robotics science, navigation and trajectory planning of
mobile robots (MRs) using artifcial intelligence (AI) ap-
proaches are the most common type of research domain.
During trajectory planning in the search space, the wheeled
mobile robot moves from a source point to the target point
by avoiding obstacles present in an arena. Simultaneously,
the robot creates a collision-free trajectory in a search space
using artifcial intelligence (AI) based robot controller. Te
following control objectives must be followed during the
development of any AI-based navigational controller. For
the model, the controller should provide good stability (the

signal must be bounded). Te controller should have good
tracking ability (good understanding) and the controller
should be robust (take a self-decision during navigational
failures) in nature. In the next section, a detailed review of
the literature has been presented addressing strategy, design,
and implementation of navigation controllers for wheeled
mobile robots in diferent environments.

Yang et al. [1] developed a layered motion planning
scheme for the navigation of a wheeled MR in an un-
structured environment using the Fuzzy technique. To
produce the intermediate way-point towards the target, the
frst layer of the planner uses the information about the
global end position and the high-range sensory data. Here,
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no crucial assumptions have been used regarding the en-
vironment. A path-following approach using rule-based
fuzzy logic that mimics human behaviour has been proposed
by Antonelli et al. [2] for a smart vehicle. Knowledge of the
next bend ahead to the vehicle is taken as the fuzzy input
data and linear velocity by which the robot can safely move
on the path and it is the output of the fuzzy controller. Te
line following behaviour is executed by the vehicle to val-
idate the proposed algorithm. Gueaieb and Miah [3] de-
veloped an intelligent and innovative nonvision-based
navigation approach using Radio Frequency Identifcation
(RFID) technology. In their work, only straight path motion
has been considered. To mimic human behaviour, they have
used single input and single output Mamdani-type fuzzy
architecture. Mastrogiovanni et al. [4] developed a new
mobile robot navigation approach called “μNav.” Tey said,
during path planning in a complicated search space, this
technique requires a minimum sensory data, less compu-
tational power, and memory. Since it gains robustness in-
trinsically from the μNav technique, it does not require any
self-localization potentiality or inboard geometrical repre-
sentation. To explore the basic geometrical features of indoor
search space and to survive there, a miniaturized triangu-
lation laser scanner-based control architecture has been
developed by [5] (using a swarm of the robot).Te objectives
of the research are to explore the environment using simple,
small, low cost, and low power small devices. A fuzzy logic
based [6] control algorithm has been trained using an
evolutionary-group-based PSO for navigation in an un-
known world. Te mutation and crossover operation of the
fuzzy-based PSO has used group-based framework. Te
adaptive velocity altered action is presented to enhance the
search capability. Takagi–Sugeno–Kang (TSK) type FLC has
been used for the navigational analysis. Chou et al. [7] have
explored the indoor navigation problems using the dynamic
window approach (DWA∗) for navigation in an unfamiliar
environment.Te local reactive method is used to categorize
the environment by which the robot achieves smoothness,
speed, and local minima-free navigation. A region study
technique has been applied to eliminate inadequate com-
mands. To determine the optimal command, the A∗ algo-
rithm is applied with look-ahead verifcation. Using the
tethered coverage (TC) analysis, Shnaps and Rimon [8]
emphasized the strategies of MR motion planning in an
unknown scenario. Tey have deployed a mobile robot of
size “D” in the fxed pose “S” connected through the cable of
length “L.” A novel adaptive localization algorithm [9]
performs the estimation of the robot position with great
accuracy in an amorphous environment. To estimate the
position of the robot, they used image fusion of an omni-
directional visualization system, odometry measurements,
and inertial devices (sensors). To decide the robot’s orien-
tation and the robot velocity, odometer and inertial sensors
obtained the feature points using the sequence of an image.
Using an adaptive fusion (AF) based ACO and PSO (AF-
ACPSO) [10], cooperative navigation strategies have been
developed for two robots in an unspecifed environment.
During the navigation, AF-ACPSO-based FLC has been
executed the boundary following behaviour and the robot

learn this behaviour. Te learning behaviours are completed
by a single robot and further applied to the second robot that
works as a follower. Ramaithitima et al. [11] proposed the
work for navigation control of the MR using a swarm of
inexpensive portable sensors. In their work, the robot does
not require explicitly metric information during the gen-
eration of maps. Tey have used the Voronoi graph to create
an approximate map of the covered environment. Te ROS
(Robot Operating System) is used to demonstrate the al-
gorithm. Almasri et al. [12] developed a technique for the
robotic system, by which the mobile robot follows the line
and avoid collision with obstacles. Tey have used low-cost
IR sensors. Tis methodology includes a satisfactory level of
calculation. Hence in real-time applications, it has been
efciently implemented.Tey have used the e-puck robot on
the Webots platform to check the simulation results. Golan
et al. [13] proposed an online robot navigation system using
artifcial temperature gradients techniques. Te environ-
ment with obstacles is taken as a “hot” junction and the
target is taken as a “cold” junction. During the navigation,
the temperature gradient is solved using a heat conduction
partial diferentiation equation. Kanezaki et al. [14] devel-
oped a reactive neural network approach to tackle the
problem of learning. Te author’s key concept is to crop,
resize, and rotate an obstacle map which is based on the
target location, and to represent the map better, the agent’s
current pose is taken rather than the layout of the search
space. Tey have supplied navigation history as input in the
robot brain to reduce the rate of failure. Ataka et al. [15]
developed an RMF (Reactive Magnetic Field) inspired
navigation method in the unspecifed 3D convex environ-
ment. Te robot induced artifcial electric current in the
obstacle exterior and the MF (magnetic feld) guides the
robot along with the obstacles surrounding. Hence, the robot
does not sufer from the local minima problem in convex
obstacles-based 3D environment. Cole and Wickenheiser
[16] proposed a path-planning algorithm for multiple mo-
bile robots using a reactive trajectory scheme. Te authors
stated the route does not disrupt the robot thrust limitation
and sensor limitations for the moving obstacles. Tey used
the Sigmoid function for the transition course. Sensor data
are updated by matching with sigmoid slopes and curves.
Singh et al. [17] developed a vision-based navigational ap-
proach for a nonholonomic MR in an unfamiliar known
environment. Tey used switching-based SMC (sliding
mode control) methodology for the analysis by which the
robot continuously follows the desired route. Te robot uses
red, green, and blue depth (RGB-D) sensor modules to
create angular velocity. In their work, fuzzy logic is used for
guidance and the Krasovski method is used to show the
asymptotically stable curve. To reference MR applications
for the urban search and rescue (USAR), Niroui et al. [18]
proposed a deep reinforcement learning strategy for a
cluttered environment. Te authors combined the Asyn-
chronous Advantage Actor-Critic (A3C) and reinforcement
learning to allow themobile robot to navigate safely. A3C is a
technique that accelerates optimization as well as the
training process parallelly and maintains the navigational
policy.
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Due to incomplete information of a mimic and
unregular environment, the robot confronts complexity and
vagueness during navigation and path planning. It may be
that the robot is trapped in the loop due to mimic sur-
rounding inside the environment. Traditional navigational
and path-planning approaches such as the Visibility graph
[19], Voronoi diagram [20], and Grids [21] are not com-
patible with navigation and path planning in the mimic and
unregular environments. Recently, many researchers have
developed various navigation algorithms [22–26] but these
methods have still some drawbacks or could not fulfll the
desire. Tese navigational problems are taken as objectives
in this analysis. In this research, the mobile robot is using a
novel hybrid optimization technique to perform navigation
and path-planning tasks. As well as the above problem is
expressed as an optimization problem having constraints.
Te results are compared with other navigational techniques
in terms of path length to check the performance of the
technique. Using the proposed technique, the robot smartly
negotiates obstacles and navigates towards the target. Fi-
nally, the mobile robot performs well in the given envi-
ronment (mimic or unregular environment) and the results
are recorded in terms of trajectory length and navigational
time.

2. The Proposed Work: Adaptive PSO Concept

It is a population-based randomly determined optimization
technique and devoted for artifcial life phenomenon. Te
APSO is inspired by the swarm behaviour of insects, birds,
and fshes. It is well suited for continuous variable and global
search problems. It is efectively applied to a varied series of
problems such as network [27], structural optimization [28],
and fuzzy control system [29]. In APSO, the system makes it
ready to change with the population of a random value and
searches for the best by updating the local generation. Te
APSO technique updates the population of agents according
to the values of the ftness function. Te ftness function
depends upon the swarm behaviour of local particles.

In this analysis, the PSO has been modifed using a local
search (LS) ability. Te constraints are accommodated to
obtain better obstacle-negotiation results using the penalty
method. Using local search ability, position as well as control

parameters of agents are tuned perfectly. Consequently, the
navigational angle performance has been increasing in terms
of position accuracy (best ftness).

2.1. Adaptive Particle Swarm Optimization (APSO)
Methodology. Adaptive PSO algorithm always learns from
the situations and utilizes it to optimize the problem state. In
APSO, all the agents have some ftness values (Pbest) but
global best (Gbest) is the solution for all agents, which is
surrounded by a fock of agents. Te solution to the local
search phenomenon is the “footprint between agents
moving towards the global best position” in the search space.
Furthermore, ftness value has been obtained using ftness
calculation criteria. A solution with better ftness value
during the local search event is selected as the fnest result
and appointed as the global best. Te agent holds some
varying properties like velocity, acceleration, and position
when trying to fnding out the global best in the environ-
ment. As a result, the global best of PSO may be changed as
the global best of local search PSO. If agents are moving near
to the global best, they sequentially follow the updated
optimum position of the agent and it may be based on local
search criteria. Figure 1 represents the fowchart of the
APSO technique for trajectory planning and navigation
control.

In Figure 2, the basic operations of APSO have been
presented. Te “x” is an agent positioned randomly in the
search space (“x” personal best is pn

ij(t)) and searching for
global best with time “t” to “t+ 1” and so on. In each se-
quence of iteration, every particle is occupying a new po-
sition by following two ‘best’ solutions. Te initial best value
for all solutions is stored as “Pbest” (personal best position of
an agent). Another value that has been traced by the opti-
mizer is the second-best solution and called a global position
(gbest). It is stored as a global best (gbest) and followed by all
agents. “Pbest” and “gbest” are the agent’s personal and global
positions, respectively. However, agents are following the
global best value and updated their position according to
that with varying velocity. By updating velocity (vn

ij(t)) and
position (xn

ij(t)) using equations (1) and (2), the agents
update their personal best value (Pbest) and global best value
(gbest).
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In equations (1) and (2), “w” is inertia weight and C1 and
C2 are the positive acceleration coefcients [30]. Te uni-
formly distributed random variables (UDRV) are given as
‘ri1

’ and ‘ri2
.’ Te costs of UDRV are varied between ‘0’ and

‘1.’ Te velocity and position of the “ith” particle are denoted
as xi � (x1

i , x2
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i ). From

equations (3) and (4), the best earlier location ‘Pij
n(t)’ and

the global best earlier location ‘gn(t)’ of particles in the
swarm are chosen.
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P
AP � P

n
ij(t) + ρ(f). (5)

Equations (3) and (4) can be construed in the following
way. Let us assume “n” searchers act as “n” elements stirring
in the search environment “X,” the locus of the “nth”
searcher in the “ith” reiteration is signifed as
“xn

ij ∈ Xsearch−space ⊂ R2.” Te cost function “f: R2⟶ R”
sustained by each searcher in the adverse of the signal
strength established at its existing position [31]. Te aim of
the searchers is to connect between “n” numbers of agents
and interchange in a manner to verify and occupy the

universal least of the cost function. Each searcher is expected
to know its individual best earlier location and the global
best earlier location. Also, each seeker communicates with
the agent whose position is overlapped with obstacles but is
near to the goal position. If this condition is rising, then the
penalty function (using equation (5)) added is with the
overlapped agents to separate from the obstacles. Te
penalty function is taken into account to reduce the navi-
gation time as well as to obtain a smooth path. Table 1 shows
the diferent properties, which are used by the adaptive
controller for tuning the navigational path. Furthermore,
particles have been accommodated to create a smooth path
from the start to the goal position. Te adaptive PSO has
been analyzed to create optimal and collision-free navigation
in an environment using local search methodology.

Te negotiation within a threshold range has been
performed between obstacles and the robot to obtain the
collision-free navigational path. In the next section, the
architecture of the controller (APSO) has been demon-
strated to tune the navigation path by adding a penalty with
colliding agents.

2.2. Te Architecture of APSO Controller. In Figure 3, a
fowchart of the APSO algorithm is shown. By adding a
penalty function with the PSO algorithm, the advanced
algorithm has been proposed as APSO for trajectory plan-
ning, robot navigation, and path optimization. Te disorder
environments have been taken for the navigation and path-
planning analysis in which obstacles shapes are diferent in
size as well as positioned with diferent orientations. Using
APSO “Gbest” has been calculated and compared with the
ftness value of local search “Gbest” (penalty-based Gbest).
Ten, the preferred “Gbest” from both events (PSO and
penalty-based PSO) is appointed as the next possible loca-
tion and the best location is updated in the robot brain.
Hence, the best position vector and velocity vector of the
robot have been updated from point to point during the
optimized trajectory formation.

Using the adaptive PSO controller, the mobile robot also
minimizes decision response time on the operational plat-
form. It is due to local search criteria in APSO.Te social and
cognitive behaviour of the PSO method has been embedded
with the concept of adaptive (local) search to optimize the
response time, navigation time, and trajectory length. Te
robot can perform tasks such as avoiding obstacles, learn

No

Calculation of Robot Current Position and
Mapping of Surrounding by Robot  

Random Initialization of Particles for Possible
Position and Velocity of Robot Movement 

Calculate Fitness of Each Particles According
to  Possible Position

Compare Current Fitness with Previous Fitness of
Particles to find out 'Pbest' for Robot Position

Find out Gbest Position for Robot by Comparing
Fitness with Entire Previous Best Values for Robot 

Yes
Stop

Start

Update Particles Position and Velocity Vector of
Robot Position for the Next Move by Robot 

Is Stop  Criteria/Threshold Limit
Met for Robot Movement

Figure 1: Flowchart of the APSO technique.

Obstacles

g (t)

Striking

xn (t)ij pn (t)ij

xn (t+1)ij

Figure 2: Principle diagram of APSO.

Table 1: Parameters used in the APSO algorithm architecture.

Sl. no. Properties Values
1 Population size (i) 100
2 “+” acceleration coefcient (C1) 1.496
3 “+” acceleration coefcient (C2) 1.496
4 Alpha 0.1000
5 Iteration 100
6 Max iteration 100
7 ηpop 100
8 ηvar 3
9 Inertia weight (w) 0.7298
10 Penalty 1000
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trajectory, comparing sensors results, and position opti-
mized (aiming the goal) online. Te results are analyzed in
terms of path cost and path deviation for diferent envi-
ronments. Te robot reaction time, navigation time, and
path length are minimized during the goal search inside the
search space. Finally, the robot reaches the goal point
smoothly. In the upcoming section, results and discussion
using the adaptive PSO algorithm have been presented.

2.3. Stability Analysis in the Mimic and Maze Environment.
In this section, results from simulation and real-time ex-
periment have been discussed for the adaptive PSO ap-
proach. Te results are shown in terms of trajectory length
and navigational time. Te height and width of the simu-
lation and experimental environments are taken as “10×10.”
For that, “100 cm” is equal to “10” for simulation and ex-
perimental analysis. Two types of simulation environments
(Figures 4 and 5) have been created in the MATLAB
platform to check the navigational results using the APSO
technique. For the real-time experiments, a similar type of

environment (Figures 6 and 7) is taken as compared to the
simulation environment. Te Khepera II mobile robot has
been used in the real-time experiment to validate the sim-
ulation results as well as the developed approach. Te
navigational axis of rotation (obstacle-negotiation angle) has
been optimized in a way the robot creates a smooth colli-
sion-free trajectory and minimizes navigational time. Te
robot simultaneously updates its steering angle and posi-
tional map using the APSO technique. As a result, the robot
has performed an efective exploration work in the given
environment.

2.4. Experimental Analysis in a Simulation Platform. In
Figures 4 and 5, trajectory planning and navigational results
are shown using the APSO technique. Te frst simulation
environment (Figure 4) contains only wall-type obstacles
whereas, in the second simulation environment (Figure 5),
wall type and irregular obstacles shape are considered.

Te robot start position is taken as 0.7m in the X-di-
rection and 0.05m in the Y-direction for both of the

Stop

No Yes

Agent Initialization
Position and Velocity Calculation

Calculate Fitness of Agents

Compare Current Fitness Values with Agents
Previous Fitness Values to Calculate Pbest

Obtained Gbest by Checking the
Fitness of Entire Previous Best.

The Current Gbest Value is again compared with footprints
of agents whose fitnesses are near to the global best but

overlapping with obstacles. 

Is the target is reached?

Update agents position and velocity vector for the next move.

Is overlapped agents footprint (near to goal) are near
to the goal position as compare to Gbest position?

Add penalty to separate the agent position from obstacle
aiming the value of Gbest.

After adding the penalty to the agent conform Best fitness
value between Gbest and penalty based Gbest to proceed for

further optimal Gbest toward the Target.

No

Figure 3: Flowchart of the adaptive PSO algorithm.
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environments. Te target position is 0.675m in the X-di-
rection, and 0.8m in the Y-direction has been taken for the
frst simulation experiment. Similarly, the target position is
0.05m in the X-direction, and 0.825m in the Y-direction has
been taken for the second simulation experiment. In these
environments, the robot navigates in the narrow corridor as
well as avoids mimic type wall confgurations smoothly.
Finally, the robot reaches the target efciently in both of the
environments by negotiating the obstacles using APSO. Te
time taken and path length obtained during the navigation
are tabulated in Table 2.

2.5. Experimental Analysis in a Real-Time Platform Using
Khepera-II—A Mobile Robot. Te real-time experiments
(Figures 6 and 7) are conducted using a Khepera II mobile
robot, and the results are presented in terms of trajectory
length (TL) and navigational time (NT) in Table 3. In
Figures 6 and 7, the robot starts to point and obstacles
position, and the target position are plotted similarly to the
simulation environment. Te robot successfully reached the
target by negotiating the obstacles in the real-time
environment.

Te deviation in results has been taken in terms of
trajectory length and navigational time that are represented
in Table 4. Performance and efectiveness of the adaptive
PSO algorithm are confrmed by considering the minimum
deviation in results between both experiments (Simulation
and Real-time). Te percentage of deviation in both cases
(Time and Trajectory length) is recorded as less than 8.5%.

Due to the use of the best ftness value from the APSO
algorithm and the prediction of the next possible position,
the PSO algorithm gets smarter. Hence, a smooth and
collision-free navigational path has been created from the
start to the target position. Te robot detects its possible
position accurately inside the environment due to penalty-
based methodology and local search. Te APSO AI tech-
nique reduced the trajectory map errors as well as position
error (in “X,” “Y,” and “θ” directions) due to local search and
penalty criteria. Te wheel slippage is reduced up to 80% in
the narrow corridor due to varying velocity events during
the obstacle negotiation.

Te proposed controller takes minimum reaction time to
read the next obstacle-negotiation angle subjecting to the
target path. Using the proposed APSO algorithm, the robot
does not trap in the loop, or the robot smartly avoids the
loop of the search space. Finally, the robot achieved the
target without any trouble in an irregular environment. Te
operational performance and efectiveness of the proposed
navigation controller are confrmed by comparing it with
other navigational techniques in the next section.

3. Simulation Analysis in a
Dynamic Environment

3.1. A Comparative Study between Proposed Algorithm and
Existing Algorithm [32] and [33]. APSO navigational results
(Table 5) have been compared with ACO with Fuzzy (Garcia
[32]) and Fuzzy Logic (Yahmedi and Fatmi [33]) which are
already developed. To check the efectiveness of the pro-
posed algorithm, the trajectory length has been considered
and compared with other developed techniques. Te tra-
jectory length using Simple Ant Colony Optimization dis-
tance memory (SACOdm) [32] is compared with the
trajectory length obtained using the APSO algorithm
(Figure 8). It is found that the APSO technique holds good
results as compared to SACOdm in terms of trajectory
length (Table 5). Te improvement in trajectory length using
the current approach is recorded by 5% as compared to the
‘SACOdm’ trajectory length.
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Similarly, the second comparison has been made be-
tween ‘Fuzzy logic’ (Yahmedi and Fatmi [33]) and the APSO
algorithm in terms of trajectory length (Figure 9). Yahmedi
and Fatmi used individual behaviour and action coordi-
nation technology with two-layered control. As compared to
Yahmedi and Fatmi [33] results in terms of path length, the
proposed technique holds improved results by 11%
(Table 5).

Te simulation and experimental study in various en-
vironments are conducted using the proposed methodology
(APSO) and results are tabulated in Table 6. To confrm the

robustness and efectiveness of the proposed methodology
during the trajectory planning, the average percentage de-
viation study between simulation and experimental results
are depicted in Table 6. Te average deviation in results is
confrmed as 5.53 in terms of navigational time (NT) and
5.28 in terms of trajectory length (TL). In this analysis, the
average deviation is less than 6% (Table 6) in perspective
studies (NT and TL) and improvement in navigational re-
sults are greater than 4.5 percent (Table 5) is found. Hence,
based upon depicted data in this analysis, the proposed
methodology is robust as compared to existing techniques.

Figure 6: Real-time experiment using the APSO algorithm to validate the simulation results (Figure 4).

Figure 7: Real-time experiment using the APSO algorithm to validate the simulation results (Figure 5).

Table 2: Time taken and path length data for the simulation experiment (Figures 4 and 5).

Sl. no. Scenario Time (“s”) Trajectory length (“m”)
1. Figure 4 21.36 1.627
2. Figure 5 27.48 1.763

Table 3: Time taken and trajectory length data for the real-time experiment (Figures 6 and 7).

Sl. no. Scenario NT (“s”) TL (“m”)
1. Figure 6 23 1.76
2. Figure 7 30 1.92

Table 4: Results comparison between simulation and experiment data using APSO (Figures 4–7).

Sl. no. Scenario NT (in second “±0.5”) “%” deviation TL (“m” “±0.02”) “%” deviation

1. Figure 4 21.36 7.13 1.627 7.55Figure 5 23 1.76

2. Figure 6 27.48 8.4 1.763 8.17Figure 7 30 1.92

Mathematical Problems in Engineering 7



Table 5: Trajectory length (TL) comparison between APSO and existing techniques [32, 33].

Sl. no. Tasks TL Improvement (%)

01. Figure 8(a), Garcia, [32] 03.43m 4.66Figure 8(b), proposed technique 03.27m

02. Figure 9(a), Yahmedi and Fatmi, [33] 24.75% 10.30Figure 9(b), proposed technique 22.20%
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Figure 8: Results comparisons. (a) SACOdm [32]. (b) APSO technique (current analysis).
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Figure 9: Results comparisons. (a) Fuzzy Logic [33]. (b) APSO technique (current analysis).
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4. Conclusions

In this paper, a penalty-based adaptive PSO approach has
been developed for the trajectory planning of mobile
robot in the wall-type maze environment. Te agent
overlapped with obstacles is taken under consideration to
tune the trajectory path using local search and penalty-
based method. To improve the robot position, naviga-
tional time, trajectory lengths, and response time penalty-
based APSO analysis has been proposed. Te agents near
to the goal but overlapped with obstacles are added with a
penalty to separate from a position of obstacles. Using
APSO methodology, the advancement in trajectory
planning (10% improvement) has been achieved in this
analysis. Te performance and efectiveness of the algo-
rithm are validated by comparing the simulation and real-
time experimental results. Te deviation in results be-
tween simulation and real-time experiment has been
recorded within 9% in terms of path length and naviga-
tional time. To check the authenticity of the proposed
technique, its results in terms of the trajectory length are
compared with existing techniques. Te improvements in
the results are recorded by 4% and 10.5%, as compared to
existing techniques. Te applications of the proposed
methodology can be used for AI techniques based on
decision-making applications. In future work, we will try
to implement in real-time unstructured dynamics
environment.
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