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Air strikes are among the main means of attack in modern warfare. To improve air defense capabilities and aid military decision-
making, threat assessment models have been introduced. As the parameters of the kernel extreme learning machine (KELM)
model need to be set individually, this study proposes a parameter learning strategy based on a multistrategy improved sparrow
search algorithm (MISSA). First, a reasonable threat assessment model was established based on the capability and situation
factors of air targets. Second, the sparrow search algorithm was improved in terms of population position initialization and
position update strategy, incorporating tent chaos reverse learning, nonlinear inertia weights, a global search strategy, and
adaptive t-distribution.Te efectiveness of theMISSA strategy was verifed using nine common benchmark functions.Te results
show that the proposedMISSA fnds an efective balance between global and local searches. Moreover, when the MISSA is applied
to solve the tuning problem of KELM, the values of mean absolute percentage error, mean square error, root mean square error,
and mean absolute error for MISSA–KELM in the air target threat assessment problem are 2.013×10−2, 1.282×10−4, 1.132×10−2,
and 8.316×10−3, respectively, all of which are higher than that of the other metaheuristic algorithms (e.g., ACWOA-KELM and
HGWO-KELM).Terefore, the method proposed in this study can be used as a parameter-tuning tool for KELM, enabling KELM
to perform better in practical applications.

1. Introduction

Treat assessment is the foundation of air defense systems
and is crucial for improving air defense capabilities. Treat
assessment measures the threat value of incoming targets to
assets based on data acquired using battlefeld sensors,
thereby providing decision support for the subsequent al-
location of frepower. Treat assessment models can be
divided into statistical and artifcial intelligence models.

Statistical models are programmatic representations of
relationships between variables in the form of mathematical
equations that enable knowledge to be gained from data.
Commonly used statistical models include Bayesian inference,
fuzzy sets, rough sets, multiattribute decision-making, and
game theory. Previous literature [1] has proposed that interval-

valued intuitionistic fuzzy multiattribute group decision-
making results in inconsistent decision-making. Bayesian
network–based threat assessment models have been proposed
for decision-making related to battlefeld uncertainty [2];
however, the prior probability is highly dependent on expert
experience. As such, combinations of interval-valued intui-
tionistic fuzzy sets, game theories, and evidential reasoning
methods have been used for dynamic threats [3]; however, their
generalization capability may be insufcient.Treat assessment
based on statistical methods has high accuracy in specifc
battlefeld environments; however, the targets of information
warfare are complicated, and thus it is difcult for statistical
methods to analyze the data in real time as they lack self-
adaptation and self-learning capabilities. For this reason, re-
searchers have proposed artifcial intelligence approaches.
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Artifcial intelligence–based approaches have recently
been widely used in various industries [4]. For example,
literature [5] applied data mining techniques for studying
weather forecasting and climate change, and literature [6]
studied the impact of air pollution on agricultural com-
munities and crop yields. Literature [7] proposed particle
swarm optimization and nondominated ranking techniques
for breast cancer prediction. Furthermore, Literature [8]
used the Co-Active Neuro Fuzzy Expert System (CANFES)
classifcation method model to expose botnets in cloud
environments and enhance the security of cloud networks.
Preliminary exploration of big data–based threat assess-
ments show that artifcial intelligence methods can discover
regularity among data. In view of this, previous studies [9]
have used support vector machines for threat assessment,
employing the PSO algorithm to optimize the SVM pa-
rameters. Regrettably, the PSO algorithm sufers from local
optimality. Literature [10] has proposed deep lear-
ning–based methods for target threat assessment; however,
this may lead to problems of gradient disappearance during
the process of backpropagation. Target threat assessment
based on normalized fully connected residual networks [11]
may also be advantageous; however, their networks are more
complex, and their calculation speeds are slow compared
with other networks.

In view of the above shortcomings of neural networks,
Huang et al. [12] proposed a new machine learning method
named extreme learning machine (ELM). ELM randomly
selects the input layer weights and hidden layer biases during
the calculation process, thereby calculating output weights
based on Moore–Penrose generalized inverse matrix theory.
By virtue of its excellent predictive capabilities, ELM has
been widely used in various felds, such as medicine [13],
engineering [14], and meteorology [15]. In addition, ELM
has been widely used in military applications such as in-
formation security [16], ship detection [17], and threat as-
sessment [18]. However, one of the limitations of ELM is that
it requires more hidden layer neurons, which can lead to
very complex network structures, reducing its accuracy in
terms of calculation speed. Tus, Huang et al. proposed the
KELM method [19] based on ELM. Compared with ELM,
KELM exhibits better results in wind power prediction [20],
fault prediction [21], and water quality detection [22].
Studies [23] have shown that KELM performs better than
ELM and BP neural networks. It is of concern that, for
KELM a with radial basis function kernel, it is required to set
kernel penalty parameters C and c separately. Te setting of
the hyperparameters of KELM greatly infuences its per-
formance [24]. Terefore, in practical applications, the
hyperparameters of KELM should be optimized appropri-
ately. Te grid search method is used to optimize the pa-
rameters; however, setting the parameter range in this
method is difcult, making the model fall into local optimal
solutions. Terefore, many scholars have proposed meta-
heuristic algorithms for solving this problem [25]. Literature
[26] proposed the bankruptcy prediction model of the
LSEOFOA-KELM, and Literature [27] proposed an im-
proved gray wolf algorithm and KELM model, which were
used for students’ second major selection, thyroid cancer

diagnosis, and fnancial stress prediction. Literature [28]
proposed the MFO and KELM model, which can be ef-
fectively used for soil erosion prediction. Literature [29]
proposed a hybrid artifcial fsh particle swarm optimization
and KELM model for type II diabetes prediction. Te
sparrow search algorithm (SSA) is a new type of swarm
optimization algorithm [30], mimicking the foraging and
antipredation behaviors of a sparrow group.

Due to its excellent optimization capabilities, SSA (sparrow
search algorithm) has been widely used in various felds. A
previous study [31] used SSA to optimize BP neural networks,
which demonstrated that the SSA algorithmhas the advantage of
strong optimization capability. Combining the PSO and SSA
algorithms [32] indicates that the optimization performance of
the hybrid algorithm was better than that of each single algo-
rithm. Literature [33] optimized deep trust networks based on
SSA and applied it to fault diagnosis, and Literature [34] used a
center of gravity reverse learning mechanism to initialize the
population, introduced learning coefcients to update the po-
sitions of discoverers, and used variation operators to update the
positions of joiners. Literature [35] proposed a chaotic SSA
based on Bernoulli chaotic mapping, dynamic adaptive
weighting, Cauchy variance, and reverse learning, which can
better solve the optimal scheduling problem of microgrid
clusters, including wind turbines, photovoltaics, and energy
storage batteries. A multiobjective SSA (MOSSA) based on 2k
congestion distance entropy and location optimization was
proposed in Literature [36], and the results showed thatMOSSA
has unique advantages in solving complex problems. Literature
[37] proposed an improved SSA (ISSA), which frst uses hybrid
search to generate initialized populations, then combines
quantum revolving gate and positive cosine algorithms to in-
crease the search capability, and fnally uses adaptive adjustment
strategies and variable domain search to enhance the diversity of
ISSA. Although ISSA has signifcant advantages in solving
scheduling problems, it repeatedly uses greedy ideas(simulta-
neously fnding multiple groups of solutions and selecting the
optimal solution) to select the optimal solution, inevitably
resulting in relatively high time complexity. According to the no
free lunch algorithm [38], one optimization algorithm cannot
solve all problems, and the potential of SSA forKELMparameter
tuning has not been fully exploited. Terefore, this study pro-
poses a multistrategy improved sparrow search algorithm
(MISSA), which is improved in terms of population position
initialization and position update strategies. Its utility is based on
a tent chaos reverse learning initialization strategy, nonlinear
inertia weights, a global optimal guidance strategy, and an
adaptive t-distribution.

We frst establish a threat assessment model and use a
combined assignment method to determine the weights of
each infuencing factor. Ten, the MISSA algorithm is
proposed. Te optimization of MISSA is verifed by com-
paring its results in the benchmark function with those of
other algorithms. Finally, MISSA is compared with seven
metaheuristic algorithms for optimizing KELM. Our ex-
perimental results show that the MISSA method proposed
herein outperforms other algorithms in terms of both
convergence speed and prediction accuracy. Te main
contributions of this study are as follows: (1) A threat
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assessment model is scientifcally constructed in terms of
capability factors and situation factors, considering realistic
air defense situations. (2) An efective parameter optimi-
zation algorithm termed MISSA is proposed. (3) MISSA
efectively solves the parameter selection problem of KELM.
(4) Te MISSA–KELM model established is used for air
target threat assessment.

Tis remainder of the paper is structured as follows:
Section 2 introduces the threat assessment model, Section 3
presents the related algorithms used in this study and their
improvements, Section 4 verifes the performance of the
proposed algorithm, which is applied to threat assessment,
and Section 5 summarizes the conclusions.

2. Threat Assessment Model

2.1.Treat AssessmentMetrics. Te establishment of metrics
is key to threat assessment. Metrics should not only be
selected by considering dynamics but also by considering
target attributes. Tis section divides the metrics used herein
into capability factor metrics and situation factor metrics,
covering both dynamic and static threats. Te threat as-
sessment metric system considered is shown in Figure 1.

2.2. Capability Factor Metrics

2.2.1. Target Type. Diferent types of targets have diferent
threat values. Te quantitative values of target types are
shown in Table 1.

2.2.2. Jamming Capability. Air raids are accompanied by
electronic jamming during the attack. Te quantitative
values of the jamming capability are shown in Table 2.

2.2.3. Maneuverability. Maneuverability refers to the ability
of a fight target to change its fight speed, altitude, and
direction in a certain period of time. Te quantitative values
of maneuverability are shown in Table 3.

2.3. Situation Factor Metrics. Te situation factor refers to
dynamic information regarding air targets and is mainly
used to measure the threat value from the relative position,
as shown in Figure 2.

2.3.1. Target Speed. Te afliation function is shown in the
following equation. Te threat value reaches its maximum
when the fight speed is greater than 2.5Ma.

T(v) �

0.2, v< 0.2,

(v − 0.2)

1.25 ×(2.5 − 0.2)
2 + 0.2, 0.2≤ v≤ 2.5,

1, 1v> 2.5.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

2.3.2. Target Height. Te afliation function is shown in the
following equation. Te threat value reaches its maximum
when the height is lower than 100m.

T(h) �
1, h< 100,

e
100−h/5000

h≥ 100.
􏼨 (2)

2.3.3. Target Heading Angle. Te afliation function is
shown in the following equation. When the target heading
angle is large, the threat value increases.

T(θ) � e
− k(θ− a)20≤ θ≤ π, (3)

where a � 180 and k � 0.0005.

2.3.4. Target Distance. Te afliation function is shown in
the following equation. Te threat value reaches its maxi-
mum when the target distance is less than 10 km.

T(d) �
1, d< 10,

e
10−d/100

d≥ 10.
􏼨 (4)

According to the capability and situation factors of the
air target, a linear weighting method, as shown in equation
(5), was used to determine the comprehensive threat value.

Threati � ω1∙Ti(a) + ω2∙Ti(m) + ω3∙Ti(j)

+ ω4∙Ti(v) + ω5∙Ti(h) + ω6∙Ti(θ) + ω7∙Ti(d),
(5)

where Threati denotes the threat value of the ith target to the
asset and ωi(i � 1, 2, 3, 4, 5, 6, 7) denotes the weight of each
metric, in which the value is determined by the importance
of individual metrics.

2.4. Determination of the Weight of Each Metric. Te com-
bined subjective–objective assignment method considers
expert experience and data objectivity. Terefore, this
method combines the analytic hierarchy process (AHP) and
the entropy weighting method.

Step 1. Objective weights
Te entropy weighting method determines weights
according to the variability in their metrics. Assuming
that there are m air targets and n threat assessment
metrics, after preprocessing to obtain the normative
decision matrix R � (rij), the entropy weight of the jth
metric is defned as follows:

ωj �
1 − Hj

n − 􏽐
n
j�1 Hj

, (6)

Hj � −k 􏽘
m

i�1
pij lnpij. (7)

In equations (6) and (7), pij � rij/􏽐
m
i�1 rij, 0≤ rij ≤ 1,

k � 1/lnm, and k denotes the uncertainty of the de-
cision. When pij � 0.
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Figure 1: Treat assessment metrics.

Table 1: Target type quantifcation.

Target type Missile Bomber Fighter Micro UAV swarm Helicopter Early warning aircraft
T(a) 0.9 0.7 0.6 0.5 0.3 0.2

Table 2: Jamming capabilities quantifcation.

Jamming capability Stronger Strong Medium Weak None
T(j) 0.9 0.7 0.5 0.3 0.1

Table 3: Maneuvering capability quantifcation.

Maneuverability Stronger Strong Medium Weak Weaker
T(m) 0.9 0.7 0.5 0.3 0.1

Target B

Asset A

x

h
d

v

y
θ

Figure 2: Asset and target locations.
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Te objective weight vector ωo � (ω1,ω2, · · · ,ω7) of
threat metrics can be obtained using the above method.
Step 2. Subjective weights
We used the more mature AHP to obtain the subjective
weights of threat assessment metrics. As this method is
widely used [39], it will not be introduced here. Te
subjective weight vector ωs � (ω1,ω2, · · · ,ω7) of the
threat assessment is calculated using AHP.
Step 3. Combined empowerment
According to the objective and subjective weights
calculated in Steps 1 and 2, a linear weighting method
was used to calculate the combined weights, as shown
in the following equation:

ωi � α∙ωo + β∙ωs, (8)

where α + β � 1, in which α is the percentage of sub-
jective weights and β is the percentage of objective
weights. ωo,ωs, andωi denote the subjective, objective,
and comprehensive weights, respectively.

3. MISSA–KELM Algorithm

3.1. Kernel Extreme Learning Machine. KELM is based on
ELM with the addition of kernel functions. Kernel
functions are used to map input training data into high-
dimensional feature spaces, thereby replacing the kernel
function operation in the original space with the inner
product operation in the transformed high-dimensional
space. Te kernel matrix ΩELM of KELM is shown in the
following equations:

ΩELM � HH
T
, (9)

ΩELM(i, j) � h xi( 􏼁∗ h xj􏼐 􏼑

� K xi, xj􏼐 􏼑,
(10)

where xi and xj are the input vectors and K(xi, xj) is the
kernel function. In this study, the radial basis kernel function
with strong localization and good generalization is selected;
this function is as follows:

K xi, xj􏼐 􏼑 � exp −c xi − xj

�����

�����
2

􏼒 􏼓. (11)

In equation (11), c is the kernel parameter.
From equation (11), the output function of KELM can be

expressed as follows:

F(x) � h(x)β

� h(x)H
T

HH
T

+
I

C
􏼒 􏼓

−1
T

�

K x, x1( 􏼁

⋮

K x, xN( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ΩELM +

I

C
􏼒 􏼓

−1
T.

(12)

3.2. Sparrow Search Algorithm. To accomplish foraging,
individual sparrows are usually divided into explorers and
followers. In the natural state, individuals will monitor each
other and followers in a fock will usually compete for the
food resources of their high-feeding companions to increase
their own predation rate. While foraging, all individuals are
alert to their surroundings to prevent the arrival of natural
predators.

In the SSA, we assume that the initial size of the sparrow
population is n, dimension of the variable to be optimized is
d, and position of the ith sparrow in d-dimensional space
can be expressed as shown in the following equation:

X �

x1,1 x1,2 · · · x1,d

x2,1 x2,2 · · · x2,d

⋮ ⋮ ⋮ ⋮

xn,1 xn,2 · · · xn,d

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (13)

Explorers are responsible for searching food in the
environment and providing foraging directions and lo-
cations to all followers. During each iteration, the position
of the explorer is updated as described in the following
equation:

X
t+1
i,j �

X
t
i,j · exp

−i

α · itermax
􏼠 􏼡, if  R< ST,

X
t
i,j + Q · L, if  R≥ ST,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

where Xij denotes the position information of the ith
sparrow in the jth dimension, t denotes the current number
of iterations, itermax denotes the maximum number of it-
erations, α ∈ (0, 1] is a random number, R(R ∈ [0, 1]) de-
notes the warning value, ST(ST ∈ [0.5, 1]) is the threshold
warning value above which an individual sparrow in the
algorithm will move to a safe place to forage, Q is a random
number obeying a normal distribution, and L denotes a
matrix of 1 × d, in which each matrix element is 1.

With the exception of the explorer, the remaining
sparrows are all followers, and their locations are updated
based on the following equation:

X
t+1
i,j �

Q · exp
X

t
worst − X

t
i,j

t
2

⎛⎝ ⎞⎠, i>
n

2
,

X
t+1
P + X

t
i,j − X

t+1
P

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌∙A+∙L, i≤
n

2
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(15)

where Xp is the optimal position currently occupied by the
explorer, Xworst denotes the current global worst position, A

is a matrix of 1 × d, with each matrix element randomly
assigned to 1 or −1, and A+ � AT(AAT)− 1. When i> n/2, it
denotes that the ith follower did not obtain food and needs
to fy to other places to forage.

When aware of a danger, sparrow populations engage in
antipredatory behavior, which is mathematically expressed
in the following equation:
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X
t+1
i,j �

X
t
best + β∙ X

t
i,j − X

t
best

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, fi >fg,

X
t
i,j + K∙

X
t
i,j − X

t
worst

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

fi − fw( 􏼁 + ε
⎛⎝ ⎞⎠, fi � fg,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(16)

where Xbest is the location of optimal ftness in the global
solution space, β denotes the step control parameter, a
random number obeying a normal distribution with mean
zero and variance one, K is a random number of (−1, 1),
indicating the direction of movement of individuals, fi is the
ftness value of the ith individual under the current iteration,
fg and fw are the global current best and worst ftness
values, respectively, and ε is the smallest constant to avoid
zero in the denominator.

3.3. Multistrategy Improved Sparrow Search Algorithm.
SSA hasmany advantages; however, it also has disadvantages
such as slow convergence and susceptibility to local optimal
solutions. To overcome these disadvantages, this study
improves the algorithm in terms of population position
initialization and position update strategy.

3.4. Tent Chaos Reverse Learning Initialization Strategy.
Random initialization of sparrow individuals in the search
space may lead to an uneven distribution among individuals,
afecting the quality of the optimal global solution. Previous
studies [40] have applied a quasirandom population ini-
tialization strategy to a genetic algorithm, and although the
method was able to improve the quality of the fnal result,
little change in the speed of convergence was observed. In
this study, we use the tent chaos reverse learning initiali-
zation strategy to initialize the sparrow population, thereby
increasing the speed of the algorithm in the global optimal
search process. Te tent chaos mapping function is as
follows:

Xd+1 �
2Xd, 0≤Xd ≤ 0.5,

2 1 − Xd( 􏼁, 0.5<Xd < 1,
􏼨 (17)

where d � 1, 2, · · · , L denotes the dimensions of the chaos
variables and Xd is the chaos variable Xd ∈ [0, 1]. Te
population individuals are denoted as follows:

Xi,d � Xmin + Xmax − Xmin( 􏼁∙Zi,d, (18)

where Xi,d denotes the dth dimension value of the ith
population individual and Zi,d is the chaos sequence ob-
tained after t iterations of tent mapping. Xmax and Xmin
defne the upper and lower bounds of the search,
respectively.

Finally, population Xi,d obtained from tent mapping
based on the reverse learning of OXi,d is calculated and
expressed as follows:

OXi,d � Xmin + Xmax − Xi,d. (19)

Population X is merged with the reverse population OX

to obtain a new population X∪OX{ }. Te objective function
values of the new population are calculated and ranked, and
the N individuals with the best ftness values are selected as
the initial population.

3.5. Nonlinear Inertia Weights. Adaptive inertia weights
afect the search ability of the sparrow algorithm. Te global
search ability of the algorithm is stronger when the inertia
weight is larger; conversely, the local search ability of the
algorithm is stronger when the inertia weight is smaller.
Consequently, a nonlinear inertia weight is proposed in this
study, as shown in the following equation:

ω � 1 − sin μ
t

Tmax
π􏼠 􏼡, (20)

where μ is a constant and is taken as μ � 0.5. Te value of ω
decreases nonlinearly as the number of iterations increases.
Te value of ω decreases rapidly with an increasing number
of iterations in the early iterations and then decreases slowly
for the middle and late iterations.

3.6.Global Search Strategy. To improve its search ability, our
approach drew on the “compass” of the pigeon-inspired
optimization. Te global guide term is added in the process
of updating the explorer’s position to improve the global
search ability of the algorithm. Te improved explorer’s
position update is shown in the following equation:

X
t+1
i,j �

ωX
t
i,j · exp

−i

α · itermax
􏼠 􏼡 + exp (−Rt) · V

t
i,j, R2 < ST,

X
t
i,j + Q · L, R2 ≥ ST,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(21)

V
t
i,j � Xbest − X

t
i,j, (22)

where R is the map compass operator, the random number
of R ∈ [0, 1], Vt

i,j is the velocity of the ith sparrow in the jth
dimension, as shown in equation (22), ω is the nonlinear
inertia weight, and t is the number of iterations.

3.7. Adaptive T-Distribution. Te adaptive t-distribution
mutation operator was used to perturb the position of the
sparrow, and iter was used as the degree of freedom pa-
rameter of the t-distribution. In the early stages of the al-
gorithm, the value of iter is small and its t-distribution
variation approximates a Cauchy distribution variation; in
the late stage of the algorithm, the value of iter is large and its
t-distribution variation approximates a Gaussian distribu-
tion variation. Consequently, the mutation operator based
on the t-distribution combines the advantages of both
Gaussian and Cauchy distributions, simultaneously im-
proving the global exploration and local exploitation of the
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algorithm. Te location update is shown in the following
equation:

X
t+1
i � X

t
i + X

t
i · t(iter), (23)

where Xt+1
i is the position of the sparrow after perturbation

and Xt
i is the position of the ith sparrow after t iterations.

Te pseudo code of IMSSA is as follows:

4. Air Target Threat Assessment
Based on MISSA–KELM

In summary, the key to improving the performance of
KELM lies in the choice of parameters C and c. In this study,
we introduced a relatively new swarm optimization algo-
rithm (SSA) and proposed a multistrategy improved SSA.
Te resulting KELM with a multistrategy improved SSA is
termed MISSA–KELM. To ensure model stability, 10-fold
cross-validation was introduced during training.Te general
framework of MISSA–KELM is shown in Figure 3, and its
constituent steps are as follows:

Step 1. Input the air target dataset
Step 2. Using a 10-fold cross-validation scheme, the
dataset is divided into a training set (90%) and a test set
(10%)
Step 3. Input data normalized to the range of [−1, 1]

Step 4. Initialize the parameters of MISSA, including
the population size and number of iterations
Step 5. Initialize the sparrow position by tent chaos
reverse learning
Step 6. Update the sparrow position
Step 7. Conduct adaptive t-distribution to perturb the
sparrow’s position and update to the best adaptation
Step 8. If the termination condition is not reached, go to
Step 6; otherwise, output the optimal solution
Step 9. Use the optimal solution and values for KELM
training
Step 10. Predict the unknown test sample using the
optimal solution of MISSA–KELM

5. Experimental Simulation Analysis

To evaluate the efectiveness of the MISSA–KELM, 4,000
data sets were obtained from research institutions in related
felds, such as air target threat assessment studies.

5.1. Optimization Performance Test of MISSA. All experi-
ments were conducted using MATLAB 2021a. Te ex-
perimental environment was an Intel(R) Core(TM) i7-
10700 CPU @ 2.90 GHz, 64.0 GB RAM, and 64-bit OS. In

Normalize to the [0, 1]
range

Combat Command
System Database

Training Test

90% of the data were
randomly selected as

the KELM training set

10-fold cross
validation assignment

data

10% of the data were
randomly selected as

the KELM test set

K>10

Calculate the mean
prediction error

Initialize IWOA
parameters

Chaotic reverse
learning initializes the

population position

Calculate the fitness
of each whale and

record the best

Whether the
maximum number of

iterations

Update A and C by
nonlinear

convergence factor

Generate random
number p

<0.5

Update the individual
position according to

Equ (5)

Optimized
parameters c

and γ Training Test

Update the individual
position according to

Equ (10)

Update the individual
position according to

Equ (8)

|A| ≤ 1

Figure 3: Diagram showing the multistrategy improved sparrow algorithm optimization kernel and its limit-learning machine framework.
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this section, nine more representative benchmark func-
tions were selected from literature [41] as a means to test
the performance of the algorithm, including three uni-
modal functions (F1, F2, and F3), three multimodal
functions (F9, F10, and F11), and three fxed-dimensional
multimodal functions (F14, F15, and F23). Table 4 shows
the benchmark functions used and Table 5 shows the
results, with the best ftness value (Best), average ftness
value (Mean), and standard deviation (Std) as perfor-
mance evaluation metrics. To demonstrate the optimi-
zation abilities of MISSA, we selected PSO [42], GA [43],
SOA [44], WOA [45], GWO [46], and SSA as compari-
sons, making several attempts to select the optimal pa-
rameters of each algorithm. Te average value of 20 runs
was taken as the test result.

For F1, F2, and F3, the best of MISSA is 0, indicating that
MISSA successfully takes the optimal value; this is not the
case for the other algorithms.Tis suggests that MISSA has a
better ability to fnd optimal value in the unimodal function.
From F9 and F10, the best of SOA and MISSA are optimal
and the mean and std of MISSA are better than SOA. In F15,
the best, mean, and std of MISSA are optimal. In F14 and
F23, PSO, HGWO, and MISSA fnd the appropriate value of
best; however, MISSA performs better in determining mean
and std.

Analyzing the results of the benchmark functions
shows that the performance of the MISSA algorithm is
better than that of the other algorithms, which is sufcient
to show that MISSA has stronger stability and better ability
to fnd optima. In the case of some benchmark functions,
MISSA and other algorithms found the optimal ftness
value; however, their convergence speed was diferent;
representative convergence curves are shown in Figure 4.
Figure 4 also shows that the convergence speed of the
MISSA algorithm is signifcantly faster than that of the
other algorithms.

5.2. Combined Assignment Method to Determine Weights.
To ensure that the results are as accurate as possible, the
structural entropy weighting method was used to verify the
results of the combined assignment method. Te weights
obtained by each method are shown in Table 6.

According to the results shown in Table 5, the results
obtained by the two methods are approximately equivalent.

5.3. Performance Analysis of Each Algorithm. Previous lit-
erature [47] indicates that KELM outperforms BP neural
networks, SVM, and ELM. Terefore, this experiment fo-
cused on comparing the optimal fnding ability of swarm

Begin
Setting the parameters of IMSSA, the population size (Xi, i � 1, 2, ..., N), maximum number of iterations (T), number of sparrows
(N), number of explorers (PD), and number of warners (SD);
Initialization of populations using Equations (17)–(19);
Update the best ftness and optimal position up to now;
While
For
If (R< ST) then
Te location of the sparrow is updated using Equation (21);
Else
Te location of the sparrow is updated using Equation (21);
End if
End for
For
If (i> n/2) then
Te location of the sparrow is updated using Equation (15);
Else
Te location of the sparrow is updated using Equation (15);
End for
For
If (fi >fg)

Te location of the sparrow is updated using Equation (16);
Else
Te location of the sparrow is updated using Equation (16);
End if
End for
Random perturbation of sparrow populations through the adaptive t-distribution of Equation (23);
End while
Return: Best position as of current location
Output: Sparrow location and adaptation
End.

ALGORITHM: Pseudo code of IMSSA.
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optimization algorithms. To evaluate the convergence speed
of the MISSA–KELM algorithm, we recorded the trend of
the ftness of relevant models with the relevant number of
iterations. We selected the frst 3,600 data sets as the training
set and the remaining 400 data sets as the test set. Te
population size and the number of iterations were each set to
20, and mean square error (MSE) was used as the ftness
value of the iterations. IPSO [48], IGA [49], ISOA [50],
ACWOA [51], AGWO [52], HGWO [53], and HSSA [54]
were selected to determine the average results after each
algorithm was run 20 times independently, and the main
parameters of each algorithm are shown in Table 7. Te
corresponding change in ftness is shown in Figure 5.

Figure 5 shows that the ftness of each algorithm varies
with the number of iterations. Te average ftness of IGA-
KELM, ISOA-KELM, and HSSA-KELM are relatively close
and fall within the local optimum solution. MISSA–KELM
reaches its optimum ftness value after eight iterations, its
convergence speed is the fastest among all algorithms, and its
accuracy is the highest. ACWOA-KELM, IAGWO-KELM,
and HGWO-KELM have relatively similar best ftness
values; however, the convergence speed of ACWOA-KELM
is signifcantly faster than that of the other two algorithms.

In summary, it can be preliminarily concluded that the
MISSA–KELM model can quickly and consistently over-
come the local optimum to achieve the best accuracy. To

Table 4: Benchmark function.

Name Equation Minimum
F1 Sphere f(x) � 􏽐

n
i�1 x2

i 0
F2 Schwefel 2.2 f(x) � 􏽐

n
i�1 |xi| + 􏽑

n
i�1 |xi| 0

F3 Schwefel 1.2 f(x) � 􏽐
n
i�1 (􏽐

i
j�1 xj)

2 0

F9 Generalized rastrigin f(x) � 􏽐
n
i�1[x2 − 10 cos (2πxi) + 10] 0

F10 Ackley f(x) � −20e(− 0.2
�������
1/n 􏽐

n

i�1 x2
i

􏽰
) − e(1/n 􏽐

n

i�1 cos (2πxi))+20+e 0
F11 Generalized griewank f(x) � 1/4000􏽐

n
i�1 x2

i − 􏽑
n
i�1 cos (xi/

�
i

√
) + 1 0

F14 Shekel foxholes f(x) � (1/500 + 􏽐
25
j�1 1/j + 􏽐

2
i�1 (xi − aij)

6)− 1 1
F15 Kowalik f(x) � 􏽐

11
i�1[ai − x1(b2j + bix2)/b2i + bix3 + x4]

2 0.0003075
F23 Shekel f(x) � − 􏽐

10
i�1 [(X − ai)(X − ai)

T + ci]
− 1 −10.5364

Table 5: Results of the benchmark function.

Fun Metric PSO GA SOA WOA GWO SSA MISSA

F1
Best 3.5161E+ 02 1.5685E+ 02 4.9426E− 114 6.8071E− 73 2.4531E− 28 1.7822E− 37 0
Mean 4.1103E+ 03 1.9127E+ 03 819.3379 7.1327E− 02 6.2968E+ 02 24.3247 0.2768
Std 6.7765E+ 03 4.9055E+ 03 6.5516E+ 03 4.4152E+ 03 4.6784E+ 03 5.4381E+ 02 5.9147

F2
Best 42.0048 30.4263 7.6915E− 84 6.1823E− 48 1.688E− 15 1.4711E− 35 0
Mean 1.6237E+ 10 1.0521E+ 38 5.2308E+ 38 2.761E+ 39 5.854E+ 40 6.2739E+ 37 5.3169E− 02
Std 3.3904E+ 11 2.3489E+ 39 2.3489E+ 39 5.1349E+ 40 1.3089E+ 42 1.4027E+ 39 1.167

F3
Best 1.2707E+ 04 9.7146E+ 04 1.5975E− 79 3.7009E+ 04 3.2357E− 07 4.7811E− 17 0
Mean 2.3477E+ 04 1.7581E+ 04 9.4932E+ 03 7.7998E+ 04 2.7397E+ 03 17.2380 2.0904
Std 1.1549E+ 04 1.0706E+ 04 3.1057E+ 04 3.0829E+ 04 1.3099E+ 04 2.7386E+ 02 44.2849

F9
Best 1.0876E+ 02 16.7023 0 1.1369E− 14 1.018 0 0
Mean 2.1203E+ 02 50.5318 12.6611 40.9501 25.664 0.5877 0.2627
Std 52.689 51.3866 58.8522 78.4899 69.1854 9.0273 5.7253

F10
Best 7.4461 3.378 8.8818E− 16 6.5725E− 15 1.0036E− 13 1.5987E− 15 8.8818E− 16
Mean 11.7179 6.1081 0.4132 1.2179 0.7846 1.7247E− 02 1.3079E− 02
Std 2.7612 3.2157 1.6439 3.3558 3.1562 0.1678 0.2177

F11
Best 2.8874 1.9325 0 0 0 0 0
Mean 38.042 18.724 7.0065 6.7754 5.5319 1.5376E− 03 1.8725E− 03
Std 61.5164 49.4481 46.8056 41.5895 41.1837 2.5654E− 02 3.1357E− 02

F14
Best 0.998 0.998 0.998 3.1503 2.1885 6.8543 0.998
Mean 1.9794 1.3679 4.9061 4.0743 2.9348 9.2355 1.1273
Std 11.5069 1.9097 18.0304 5.5155 10.4193 1.2446 0.7625

F15
Best 9.4203E− 03 1.4657E− 02 1.6744E− 03 1.2402E− 03 4.3666E− 03 4.0585E− 04 3.1056E− 04
Mean 1.4657E− 02 1.6138E− 02 4.5151E− 03 1.6766E− 03 5.2104E− 03 5.5348E− 04 5.5143E− 04
Std 1.6507E− 02 5.0922E− 03 8.7819E− 03 3.6449E− 03 7.2148E− 033 1.5248E− 03 3.6055E− 03

F23
Best −10.5233 −6.3073 −1.6278 −6.7398 −10.5344 −10.3564 −10.5364
Mean −8.3547 −4.8829 −1.627 −6.4703 −7.599 −9.3705 −10.3585
Std 2.356 1.5781 1.7038E− 02 0.6486 2.1577 1.3155 0.8954

Te meanings in bold are best values.
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further improve the stability of the results, 10-fold cross-
validation was used in the training process and mean ab-
solute percentage error (MAPE), MSE, root mean square
error (RMSE), and mean absolute error (MAE) were used as
performance evaluationmetrics.Te performancemetrics of
each model are listed in Table 7 and compared in Figure 6.
Table 8 shows that MISSA–KELM exhibits the best per-
formance withMAPE of 2.013%, MSE of 1.282×10−4, RMSE

of 1.132%, and MAE of 9.316×10−3; its corresponding area
share in Figure 6 is the smallest. Te IGA-KELM model
performed the worst, having the largest area share in
Figure 6.

Our results show that the MISSA–KELM method has
powerful local and global search ability, which is mainly due
to the incorporation of multistrategy improvement in the
algorithm.

Table 6: Weight of each metric.

Metrics Combined empowerment Structural entropy weighting
Target type ω1 0.2006 0.1979
Jamming capability ω2 0.0925 0.0812
Maneuverability ω3 0.1151 0.1103
Speed ω4 0.1543 0.1673
Height ω5 0.1325 0.1311
Heading angle ω6 0.1231 0.1421
Distance ω7 0.1792 0.1701
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Figure 4: Convergence curve of the benchmark function.
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Figure 6: Comparison of performance metrics for each model.
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Figure 5: Variation curve of adaptation degree according to the number of iterations.

Table 7: Main parameters of each algorithm.

Algorithm Main parameter settings
IPSO c1 � 2; c2 � 2;ωmax � 1.2;ωmin � 0.8
IGA p1 � 0.8; p2 � 0.1
ISOA fc � 2; u � 1; v � 1
ACWOA a1 � [2, 1]; C � [0, 2];ω � [0.5, 1]

AGWO a � [2, 0]

HGWO a � [2, 0]; p � 0.5; batamin � 0.2; batamax � 2
HSSA ST � 0.8; PD � 0.2; SD � 0.1;ω � 0.5; c1 � 2; c2 � 2
MISSA ST � 0.8; PD � 0.2; SD � 0.1
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6. Conclusion

An air target threat assessment model based on MIS-
SA–KELM was developed, and the following conclusions
can be made.

According to realistic air defense situations, the main
factors infuencing air defense capabilities are reasonably
well-described capability and situation factors; these metrics
may be scientifcally quantifed, and a threat assessment
framework can be established.

Te combined empowerment method considers the
subjective experience of experts while ensuring objective
authenticity and high credibility.

A MISSA is proposed to improve the convergence speed
and global search capability of the algorithm.

Te MISSA optimization algorithm can well optimize
the kernel penalty parameters, C and c, in KELM, thereby
efectively improving the prediction accuracy of the model.

Ultimately, our simulation results show that MIS-
SA–KELM can efectively solve threat assessment problems
and can form the premise of air defense combat target
assignment.

Te information in the highly informationized bat-
tlefeld is hundreds of times more than that in the tra-
ditional battlefeld, which contains several deceptive
information. Terefore, the artifcial intelligence–based
method is more suitable for aiding decision-making.
However, it has certain limitations, such as requiring a
large amount of data to train a model with higher ac-
curacy. Currently, there are few available data. Tus, we
will consider the method of sand table deduction to
simulate battlefeld data.

In the future, in the area of threat assessment, we will
work on researching and proposing better threat assessment
models. Te research will focus on understanding how to
integrate threat assessment with weapon assignment into the
air defense command and operation system for fully au-
tomated fre distribution and precision strikes. For im-
proving the algorithm, we will research more metaheuristics
and consider combining multiple algorithms to compensate
for each other’s shortcomings.
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