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Te world is having a vast collection of text with abandon of knowledge. However, it is a difcult and time-taking process to
manually read and recognize the text written in numerous regional scripts. Te task becomes more critical with Gurmukhi script
due to complex structure of characters motivated from the challenges in designing an error-free and accurate classifcation model
of Gurmukhi characters. In this paper, the author has customized the convolutional neural network model to classify handwritten
Gurmukhi words. Furthermore, dataset has been prepared with 24000 handwritten Gurmukhi word images with 12 classes
representing the month’s names. Te dataset has been collected from 500 users of heterogeneous profession and age group. Te
dataset has been simulated using the proposed CNNmodel as well as various pretrained models named as ResNet 50, VGG19, and
VGG16 at 100 epochs and 40 batch sizes. Te proposed CNN model has obtained the best accuracy value of 0.9973, whereas the
ResNet50 model has obtained the accuracy of 0.4015, VGG19 has obtained the accuracy of 0.7758, and the VGG16 model has
obtained value accuracy of 0.8056.With the current accuracy rate, noncomplex architectural pattern, and prowess gained through
learning using diferent writing styles, the proposed CNN model will be of great beneft to the researchers working in this area to
use it in other ImageNet-based classifcation problems.

1. Introduction

In the application of natural language processing, hand-
written text recognition is used on records for data analysis
and recognition. Trough data analysis and recognition, it
provides an interface for the improvement of communi-
cation between humans and computers. Nowadays, this
process become more popular for regional applications as
most of the information has got digitized everywhere.
However, as compared to non-Indian scripts, handwritten
text recognition for Indian regional scripts has not achieved
expected perfection due to the complex structure of scripts
such as Gurmukhi. Hence, it remains an active research area
till now.

Generally, handwritten text recognition systems are
developed based on an analytical word recognition approach
or a holistic word recognition approach. Handwritten text
recognition based on analytical word recognition performs
character level segmentation of a word before text recog-
nition. On the other hand, text recognition based on holistic
word recognition is a segmentation-free approach in which
the whole word is recognized at once using its contour or
shape information. Hence, holistic word recognition tech-
nique is very common for error-free results on documents
comprising of overlapped or touched characters as there is
no need of word segmentation. In the present work, the
authors have also employed a holistic approach to hand-
written Gurmukhi word recognition.
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Furthermore, handwritten text recognition systems that
have been developed are based on machine learning algo-
rithms or deep learning algorithms. Mostly, machine
learning algorithms based on handwritten text recognition
systems approach to manual features’ extraction for text
recognition, in which low-level or high-level character-level
features have been extracted for interpreting the text ac-
curately. For example, both [1, 2] have employed machine
learning to recognize the online handwritten Gurmukhi
characters using manual extracted low-level and high-level
features of Gurmukhi characters and have achieved a 90.08%
recognition efciency. In order to extract the moment-based
invariant features of 52 bilingual (Roman and Gurmukhi)
characters for recognition, Dhir [3] applied various mo-
ments such as Zernike moments, pseudo-Zernike moments,
and orthogonal Fourier–Mellin moments. Out of these,
pseudo-Zernike moments outperformed the other mo-
ments. Kumar et al. [4] employed machine learning to
compare the handwriting of various writers in Gurmukhi.
For this, the authors have prepared a feature set of manually
extracted zoning, directional, and diagonal features. Te
classifcation results of this article show that writer 6 has
achieved the best accuracy. Kumar et al. [5] employed
machine learning-based classifcation techniques for text
recognition on manual extracted features of Gurmukhi
characters that are parabola curve ftting-based features and
power curve ftting-based features. Te author has achieved
an accuracy rate of up to 98.10% using this approach in the
recognition of ofine handwritten Gurmukhi characters.
Both [6, 7] have developed online handwritten Gurmukhi
character recognition systems based on various machine
learning-based classifcation techniques and 64-points fea-
ture set extracted from online handwritten Gurmukhi
characters. Similarly, Kumar et al. [8] have also developed an
ofine handwritten Gurmukhi character recognition system
using machine learning classifers and various trans-
formation techniques such as discrete wavelet trans-
formations (DWT2), discrete cosine transformations
(DCT2), fast Fourier transformations, and fan beam
transformations that were used for Gurmukhi character’s
feature extraction.

Singh et al. [9] have used machine learning for online
handwritten Gurmukhi script recognition based on points
feature, discrete Fourier transformation features, and di-
rectional features. Te proposed approach has achieved
recognition accuracy of 97.07%. Both [10, 11], for developing
writer identifcation systems in Gurmukhi text, have used
machine learning-based classifcation techniques and feature
sets comprising of zoning, transitions, peak extent, centroid,
parabola curve ftting, and power curve ftting-based fea-
tures. An accuracy of 89.85% and an average of 81.75% have
been achieved using this approach. Kumar et al. [12] have
proposed an optical character recognition system that has
been developed using machine learning classifers and
manual extracted features such as zoning, discrete cosine
transformations, and gradient feature extraction. Te pro-
posed optical character recognition system has been trained
on the 18th to 20th century’s mediaeval handwritten doc-
uments and achieved a 95.91% accuracy rate in the

recognition of works written by distinct writers. On de-
graded handwritten Gurmukhi characters, Garg et al. [13]
have achieved recognition accuracy of 96.03% using ma-
chine learning classifers and zoning, diagonal, shadow, and
peak extent-based features. In order to evaluate the per-
formance of character recognition systems based on ma-
chine learning algorithms, Kumar et al. [14] have
experimented on a dataset of handwritten Gurmukhi
characters and numerals. Te system’s accuracy of up to
87.9% has been achieved when peak extent diagonal and
centroid kinds of features were extracted from characters
and numbers.

In contrast to handwritten text recognition systems
based on machine learning algorithms, a handwritten text
recognition system based on deep learning can be developed
through customized convolution neural networks or pre-
trained transfer learning models. Both customized convo-
lution neural networks and pretrained models work on
automatically extracting features from handwritten text.
Specifcally, pretrained models, in the context of deep
learning, are themethods that use the features that have been
learned by a network on a given problem to solve a diferent
set of problems in the same domain. Previously, various
authors have used pretrained models for handwritten text
recognition. For example, Ganji et al. [15] employed
a transfer learning model named “VGG16” to recognize the
multivariant handwritten Telugu character. Te proposed
approach by the authors in this article is the alternative to the
already existing optical character recognition systems, which
were not capable of recognizing the variant handwritten
Telugu characters due to the availability of a limited dataset.
A maximum accuracy of 92% has been achieved using this
method. In order to recognize the handwritten words using
a holistic approach, Pramanik and Bag [16] used AlexNet,
VGG-16, VGG-19, ResNet50, and GoogleNet on a dataset of
Bangla city names. Te author has achieved a maximum
accuracy of 98.86% with ResNet50 in this experiment.
Similarly, Pramanik et al. [17] have performed experi-
mentation for the recognition of Bangla handwritten pin
codes on postal letters as a part of practical application using
an already available pretrained CNNmodel on various Indic
scripts, including Bangla, Devanagari, Oriya, and Telugu.
When tested on 28 postcards and 168 total digits, the
pertained models, AlexNet and VGG16, achieved maximum
efciency of 94.26% and 92.21%, respectively, in this ex-
perimentation. As the pretrained model has been used for
developing a handwritten text recognition system based on
deep learning, researchers have also employed customized
convolution neural networks to develop the same. For ex-
ample, [18] customized a convolution neural network with
two convolutional layers and two max-pooling layers to
recognize 3500 Gurmukhi characters. Te results show that
the customized convolution neural network in this article
has achieved 98.32% accuracy on the training set and 74.66%
on the texting set data. To efectively recognize the ofine
handwritten text, a sequence-to-sequence method based on
CNN-RNN models has been developed by [19]. Te sug-
gested model demonstrated competitive word recognition
accuracy when tested on the IAM and RIMES handwritten
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datasets. Furthermore, in order to recognize online Gur-
mukhi words, [20] customized a convolution neural network
with seven convolutional layers and three maximum pooling
layers that gives 97% accuracy. Similarly, [21] have a cus-
tomized convolution neural network with 1 convolution and
three capsule layers, [22] customized the binary neural
network, [23] customized the deep neural network based on
ResNet 50 called CORNet, and [24] customized the con-
volutional neural network with 19 layers including 6 con-
volutional, 3 max-pooling, 4 dropout layers, 3 batch
normalization layers, 1 fatten layer, and 2 dense layers.

Pretrained models somehow give numerous benefts of
using it, such as saving computational time and being very
useful on small datasets, but it may face some critical issues
for solving diferent problems in the same domain where it is
trained, such as negative transfer and inaccuracy in iden-
tifying decision boundaries among multiple classes in the
dataset of the target domain. Tis will result in making it
unsuitable for real-time applications such as automated
month’s name recognition. Hence, it is recommended to
build a custom convolution neural network whose learning
will be initialized from scratch for the purpose of efective
performance in such applications of automated text rec-
ognition systems.

With the objective of proposing a design for an auto-
mated month’s name recognition system in the Gurmukhi
language, the authors have customized a convolutional
neural network with 5 convolutional and 3 pooling layers
from scratch. For the present classifcation problem, the
weights of a customized convolution neural network are
initialized from the beginning and updated through learning
the problem, irrespective of utilizing the frozen weights of
pretrained models. Tis leads to better identifcation of
decision boundaries among the 24 classes on a given dataset
in the target domain using a customized convolution neural
network. As a result of this, the proposed CNN model has
shown better performance than the pretrained model on
a custom dataset in terms of training results as well as results
for confusion matrix parameters.

Temajor contribution in terms of novelty of the present
research work in the target domain has been well explained
in the following points:

(1) A convolutional neural network has been custom-
ized from scratch with 5 convolutional and 3 pooling
layers for an automated month’s name recognition
system in the Gurmukhi language for regional ap-
plications. Te proposed CNN design in term of its
architectural pattern is less complex and less prone to
over ftting when compared to various transfer
learning models used for image classifcation task in
the given context. Hence, the proposed CNN model
is suitable for portable automated text recognition
systems.

(2) Te performance of customized convolutional
neural network for handwritten text recognition
system has been tested on custom dataset of hand-
written words that has been prepared from 500
distinct writers from various professions and age

groups. Hence, the proposed CNN model is
a prowess model through the learning of diferent
writing styles.

(3) Furthermore, it has been observed from the result
analysis that the customized convolutional neural
network on handwritten Gurmukhi month’s name
dataset possessed an accuracy rate of up to 99.73%,
which is more than using various transfer learning
models named as ResNet50, VGG 19, and VGG16,
respectively, on the same dataset. As a result, the
proposed CNN model’s learning weights can be
exploited for the use in other ImageNet-based
classifcation problems in the given context.

Te present article has been divided into various sec-
tions. Section 1 focuses on the introduction and literature
review of the article. Section 2 describes the materials and
methods used, while conducting the experiment, and also
details the complete description of the proposed CNN
model’s architecture. In Section 3 of this article, results and
analysis of the proposed experimentation work have been
presented in terms of results obtained at diferent training
parameters and a comparative analysis performed among
the various models that have been chosen in this work.
Finally, Section 4 has concluded the overall results of various
experiments performed for the performance assessment of
the proposed CNN model in the classifcation of Gurmukhi
month’s name images and its comparison to other three
pretrained models.

2. Materials and Methods

Tis section provides a detailed description of the step-
by-step approach of dataset preparation and the method-
ology used for the classifcation of handwritten word
datasets.

2.1. Dataset. Te dataset for the present research work has
been prepared for 24,000 handwritten word images be-
longing to 24 diferent classes of Gurmukhi month’s names
that represent the handwriting style variation among 500
distinct writers from diferent professions and age groups.

Te various steps for dataset preparation have been
shown in Figure 1.

Te step-by-step approach of dataset preparation has
been described by the following points:

(1) In the frst step, an ofine handwritten Gurmukhi
month’s name dataset was created on an A4 sheet of
paper that contains 48 blocks of the same size for
writing the handwritten words. A single writer wrote
the names of the 24 classes of the Gurmukhi months
two times on an A4 sheet and gave 48 handwritten
words on a single piece of paper. Similarly, the
dataset for handwritten words of 24 classes of
Gurmukhi month’s name has been collected on
500 A4-sized sheets from 500 distinct writers,
resulting in the formation of 24,000 words in the
Gurmukhi month’s name dataset. Tis step helps in
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incorporating diferent writing styles into the data-
set, which will help to prowess the proposed CNN
model through learning it.

(2) All 500 A4-sized sheets collected from 500 distinct
writers have been digitized in the second step using
an OPPO F1s smart phone camera. Each digitized
image of sample sheet is of size 1024× 786 pixels.
Using this step called digitization, ofine hand-
written word recognition has become possible
and easy.

(3) In the third step of dataset preparation, colour to
gray image conversion has been performed on
digitized dataset using MATLAB operation
“rgb2gray.” A conversion of colour to gray image has
reduced the data size as well as the computation cost,
which results in fast learning and recognition rate.

(4) Te dataset preparation in the fourth step has per-
formed eroding on all gray scale images using
“imerode” function of MATLAB software. Image
eroding helps in retrieving the valuable information
from digitized text data.

(5) In the ffth step of dataset preparation, the dataset of
eroded images has been cropped into word images
and collected 48-word images from each sample
erode image. Tis operation has been performed
using “imcrop” function of MATLAB software. Tis
operation helps in sorting the dataset classwise.

(6) In the sixth step of dataset preparation, class name-
wise dataset sorting has been performed on cropped
images. For each class in the 24 classes of Gurmukhi
month’s name, cropped images have been sorted into
the class’s respective folders. Tis results in a col-
lection of 1000 images for each class name in the
Gurmukhi month’s name dataset. Using this oper-
ation, distinction has been incorporated among each
image of the diferent classes of the Gurmukhi
month’s name.

Te results of dataset preparation are shown in Figure 2.
Te customized dataset for this experiment was divided

into training and testing sets in an 80 : 20 ratio. Tat means
a total of 19,200 labeled samples from the Gurmukhi
handwritten words dataset have been used as a training set
and the remaining 4,800 labeled samples have been used as
a testing set. Te detailed description of dataset as well as the
training set and testing set samples selected from each class
of Gurmukhi month’s name in the present work is shown in
Table 1.

2.2. Proposed CNN Model. Tis section will illustrate the
design and development of a proposed CNN model that is
built on alternating convolution layers, normalization layers,
max-pooling layers, and dropouts, followed by some fully
connected layers. In general, the CNN is a multilayer neural
network that stores numerous trainable weights and biases,
while training using forward and backpropagation algo-
rithms. A CNN model is constructed through automatic
feature extractors and trained classifers, which help in ef-
fciently learning complex or high-dimensional data to solve
image classifcation problems. For the present research
work, the proposed sequential CNN model has been com-
posed of 5 convolutional layers, 3 max-pooling layers, and 1
fully connected layer. Te architectural diagram of the
proposed CNN model is shown in Figure 3.

2.3. Proposed CNN’s Layer Description. Te proposed CNN
model’s layers have been classifed into two types, namely,
primary layers and secondary layers. Te primary layers of
the proposed CNN model include convolution layers, ac-
tivation layers, pooling layers, fattening layers, and dense
layers, which are the main layers used in the CNN. On the
other hand, the secondary layers of the proposed CNN
model are the optional layers that have been added to im-
prove resistance to over-ftting of CNN networks, which is
named as dropout layers and batch normalization layers.Te
details descriptions of CNN model’s layers and learning
parameters are presented in Table 2.

2.4. Automatic Feature Extraction. For automatic extraction
of features from an image, three layers in the proposed CNN
model play a crucial role. Tese layers are the convolution
layers, the max-pooling layer, and batch normalization. As
discussed earlier, the proposed CNN model has been built
using fve convolutional layers, three max-pooling layers,
and one layer of batch normalization after each convolu-
tional operation. All fve convolution layers of the proposed
CNN model have been designed with the same size of flter
(3× 3) but with a diferent flter count in each convolution
layer. For example, the frst convolutional layer of the
proposed CNN model has 32 weight flters, the second and
third convolutional layers have 64 weight flters, and the
fourth and ffth convolutional layers have 128 weight flters.
A batch normalization layer has been added after each and
every convolutional layer, as it is required to keep the output
away from the saturation region using the mean and vari-
ance. Out of three max-pooling layers, the frst layer of

Dataset
collection Digitization

RGB to
gray image
conversion

Image
erosion

Image
cropping

Dataset
sorting

Figure 1: Steps to dataset preparation.
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pooling comprises a flter size of 3× 3 and the second and
third pooling layers comprise a flter size of 3× 3. In order to
reduce over ftting, a dropout layer has also been used as the
next layer, and it has been confgured to randomly and
temporarily remove 25% of the neurons. Tese layers all
together form an automatic feature extractor for the pro-
posed CNN model.

2.5. Classifcation. After feature extraction, the next step is
data classifcation using the model. For this, initially fat-
tening layer transforms the two-dimensional matrix of the
features extracted through convolutional operation into
a single vector and feeds it to the frst fully connected layer of
the model. Te fully connected layer comprises 1024 neu-
rons and a ReLu activation function. After this, a layer of
batch normalization and a dropout layer of 0.5 have been
added. Finally, a second fully connected layer has been
added to the network with softmax as an activation function
in order to classify handwritten word data into 24 classes.

2.6. Experimental Setup. For obtaining the results of sim-
ulation of Gurmukhi month’s name classifcation using self-
created handwritten word dataset, an experiment has been
performed on Tesla K80 GPU that is virtually available on
Google Colab, under the constrained of its limited use to
maximum 12 hours for continuous training. Te maximum
limit to use the GPU also varies depending upon the trafc
on GPU at that time [21, 24]. Along with this, the memory of
other hardware RAM and ROM used for this experiment is
12.69GB and 107.72GB, respectively.

Furthermore, because of the availability of very useful
libraries in Python [21], proposed CNN model’s architec-
tures have been built using Keras with a TensorFlow
backend.

Other than this, for training the proposed CNN model,
selected parameters are presented in Table 3.

For selecting an appropriate deep optimizer for the
proposed CNN model’s simulation on the Gurmukhi
handwritten word dataset with an efective accuracy rate,
performance compromise has been made among diferent

(d) (e) (f)

(a) (b) (c)

Figure 2: (a) Blank sample sheet. (b) Sample sheet from writer 1. (c) Image converted from RGB to Gray. (d) Eroded image. (e) Cropped
images of Gurmukhi Month’s name. (f ) Folders containing sorted dataset.

Mathematical Problems in Engineering 5



Ta
bl

e
1:

D
et
ai
ld

es
cr
ip
tio

n
of

da
ta
se
t
w
ith

th
e
nu

m
be
r
of

tr
ai
ni
ng

an
d
te
st
in
g
sa
m
pl
es

se
le
ct
ed

fo
r
ea
ch

cl
as
s.

C
la
ss 1

C
la
ss 2

C
la
ss 3

C
la
ss 4

C
la
ss 5

C
la
ss 6

C
la
ss 7

C
la
ss 8

C
la
ss 9

C
la
ss

10
C
la
ss

11
C
la
ss

12
C
la
ss

13
C
la
ss

14
C
la
ss

15
C
la
ss

16
C
la
ss

17
C
la
ss

18
C
la
ss

19
C
la
ss

20
C
la
ss

21
C
la
ss

22
C
la
ss

23
C
la
ss

24

C
la
ss

na
m
e

in
En

gl
ish

V
ai
sa
kh

Je
th

H
ar
h

Sa
w
an

Bh
ad
o

A
ss
u

K
at
ak

M
ag
ar

Po
h

M
ag
h

Ph
ag
un

C
he
t

Ja
nu

ar
y

Fe
br
ua
ry

M
ar
ch

A
pr
il

M
ay

Ju
ne

Ju
ly

A
ug
us
t

Se
pt
em

be
r

O
ct
ob

er
N
ov
em

be
r

D
ec
em

be
r

C
la
ss

na
m
e

in G
ur
um

uk
hi

ਵਿ
ਸਾ
ਖ

ਜੇਠ
ਹਾ
ੜ੍ਹ

ਸਾ
ਉ
ਣ

ਭਾ
ਦੋਂ

ਅ
ੱਸੂ

ਕੱਤ
ਕ

ਮੱਘ
ਰ

ਪੋਹ
ਮਾ
ਘ

ਫੱਗ
ਣ

ਚੇਤ
ਜਨ

ਵਰ
ੀ

ਫਰ
ਵਰ

ੀ
ਮਾ
ਰਚ

ਅ
ਪ੍ਰ
ੈਲ

ਮਈ
ਜੂਨ

ਜੁਲ
ਾਈ

ਅ
ਗਸ

ਤ
ਸਤ

ੰਬਰ
ਅ
ਕਤ

ੂਬਰ
ਨਵ

ੰਬਰ
ਦਸ

ੰਬਰ

D
ur
at
io
n

14
A
pr
il

to
14

M
ay

15 M
ay

to
14

Ju
ne

15 Ju
ne

to
15

Ju
ly

16
Ju
ly

to
15

A
ug
us
t

16
A
ug
us
t

to
14

Se
pt
em

be
r

15
Se
pt
em

be
r

to
14

O
ct
ob

er

15
O
ct
ob

er
to

13
N
ov
em

be
r

14
N
ov
em

be
r

to
13

D
ec
em

be
r

14
D
ec
em

be
r

to
12

Ja
nu

ar
y

13
Ja
nu

ar
y

to
11

Fe
br
ua
ry

12
Fe
br
ua
ry

to
13

M
ar
ch

14
M
ar
ch

to
13

A
pr
il

1
Ja
nu

ar
y

to
31

Ja
nu

ar
y

1
Fe
br
ua
ry

to
28
/2
9

Fe
br
ua
ry

1
M
ar
ch

to
31

M
ar
ch

1
A
pr
il

to
30

A
pr
il

1
M
ay

to
31

M
ay

1J
un

e
to

30
Ju
ne

1
Ju
ly

to
31

Ju
ly

1
A
ug
us
t

to
31

A
ug
us
t

1
Se
pt
em

be
r

to
30

Se
pt
em

be
r

1
O
ct
ob

er
to

31
O
ct
ob

er

1
N
ov
em

be
r

to
30

N
ov
em

be
r

1
D
ec
em

be
r

to
31

D
ec
em

be
r

N
um

be
r
of

tr
ai
ni
ng

sa
m
pl
es

79
5

80
1

79
9

78
2

80
2

80
9

81
3

78
9

79
8

78
8

80
2

81
9

77
0

81
7

80
4

78
6

80
3

82
2

79
7

78
8

80
5

80
4

80
8

79
9

N
um

be
r
of

te
st
in
g

sa
m
pl
es

20
5

19
9

20
1

21
8

19
8

19
1

18
7

21
1

20
2

21
2

19
8

18
1

23
0

18
3

19
6

21
4

19
7

17
8

20
3

21
2

19
5

19
6

19
2

20
1

6 Mathematical Problems in Engineering



optimizers such as stochastic gradient descent (SGD),
Adagrad, Adadelta, RMSprop, Nadam, and Adam, and it has
been observed that the proposed CNNmodel with the Adam
optimizer has given the best accuracy, where the accuracy
rate with other optimizers has been observed to be less than
that of Adam.

Accuracy serves as the most fundamental and frequently
used metric for measuring CNNmodels. However, F1 score,
precision, and recall are all necessary to evaluate the mode’s
quality. As a result, for the performance assessment of the
proposed CNN model, all of these parameters have been
incorporated.

While selecting an appropriate learning rate, the pro-
posed CNNmodel has been initially simulated at the highest
learning rate, but the best result has been observed using
0.0001 learning rate in terms of accuracy.

3. Results and Analysis

Tis section will discuss the training parameters results of
the proposed CNN model and the pretrained model in
detail. Furthermore, this section will also perform a com-
parative analysis between the proposed CNN model and the
pretrained transfer learning models (ResNet, VGG19, and
VGG16) in terms of accuracy as well as various confusion

50×50

Input
image

Convolution
layer1

Convolution
layer2

Convolution
layer3

Max
pooling1

Max
pooling2

Convolution
layer4

Convolution
layer5

Max
pooling3

3×3, 32 3×3, 64 3×3, 64 3×3, 128 3×3, 1282×2 2×2 Output

Fully connected layer

1

2

3

4

24

.

.

3×3

Figure 3: Proposed CNN model’s architecture.

Table 2: Layer’s description of the proposed CNN model.

Model: “Sequential” layer
(type) Output shape Param#

conv2d (Conv2D) (None, 50, 50, 32) 320
activation (Activation) (None, 50, 50, 32) 0
batch normalization (Batch Normalization) (None, 50, 50, 32) 128
max pooling2d (MaxPooling2D) (None, 16, 16, 32) 0
dropout (Dropout) (None, 16, 16, 32) 0
conv2d 1 (Conv2D) (None, 16, 16, 64) 18496
activation 1 (Activation) (None, 16, 16, 64) 0
batch normalization 1 (Batch Normalization) (None, 16, 16, 64) 256
conv2d 2 (Conv2D) (None, 16, 16, 64) 36928
activation 2 (Activation) (None, 16, 16, 64) 0
batch normalization 2 (Batch Normalization) (None, 16, 16, 64) 256
max pooling2d 1 (Max-Pooling 2D) (None, 8, 8, 64) 0
dropout 1 (Dropout) (None, 8, 8, 64) 0
conv2d 3 (Conv2D) (None, 8, 8, 128) 73856
activation 3 (Activation) (None, 8, 8, 128) 0
batch normalization 3 (Batch Normalization) (None, 8, 8, 128) 512
conv2d 4 (Conv2D) (None, 8, 8, 128) 147584
activation 4 (Activation) (None, 8, 8, 128) 0
batch normalization 4 (Batch Normalization) (None, 8, 8, 128) 512
max pooling2d 2 (MaxPooling2D) (None, 4, 4, 128) 0
dropout 2 (Dropout) (None, 4, 4, 128) 0
fatten (Flatten) (None, 2048) 0
dense (Dense) (None, 1024) 2098176
activation 5 (Activation (None, 1024) 0
batch normalization 5 (Batch Normalization) (None, 1024) 4096
dropout 3 (Dropout) (None, 1024) 0
dense 1 (Dense) (None, 24) 24600
activation 6 (Activation) (None, 24) 0
Total params: 2,405,720, trainable params: 2,402,840, and nontrainable params: 2,880.
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matrix parameters in order to examine the performance of
the proposed CNN model thoroughly.

3.1. Training Parameters’ Results of the Proposed CNNModel.
In order to examine the performance of the proposed CNN
model, the self-prepared handwritten word dataset has been
simulated using the proposed CNN model at 100 and 40
epochs using 20 and 40 batch sizes, respectively. Te various
training parameters results of the proposed CNN model at
diferent epochs and batch sizes are presented in Table 4.

From Table 4, it has been analyzed that the proposed
CNNmodel at 100 epoch and 40 batch size gives the highest
accuracy and minimum loss when simulated using a self-
prepared handwritten word dataset. Te values of the
highest training and validation accuracy for the proposed
CNN model on the handwritten word dataset are 99% and
99.73%, respectively.

On the other hand, the poor results have been analyzed
for the proposed CNN model at 40 epochs using 20 batch
sizes on the same dataset, whose values are 94.86% and
89.95% for training and validation accuracy, respectively.

Te accuracy and loss graph for the proposed CNN
model at diferent epochs (100 and 40) and batch sizes (20
and 40) is presented in Figure 4.

3.2. Training Parameters’ Results of ResNet 50. Te ResNet50
is designed with 48 convolutional layers that belong to four
stages and four convolutional blocks of the model’s archi-
tecture. Te flter sizes that have been used for ResNet’s
convolutional and max-pooling layers are 7× 7 and 3× 3.
Te complete architectural diagram of ResNet50 is presented
in Figure 5.

Te frst stage of ResNet50 has 3 residual blocks and 3
layers in each block. Each layer in the frst stage contains 64
or 256 feature maps of sizes of 1× 1 or 3× 3 for the con-
volution operation. Te second stage of ResNet50 has also 3
residual blocks and each residual block has 4 layers of
convolution. Te numbers of the flters used to perform the
operations are 128 or 512 in each layer. Te model’s third
stage has 3 residual blocks, each with 6 layers. Te numbers
of flters that have been used in the third stage convolutional
layers are either 256 or 1024. Finally, stage 4 of ResNet 50
consists of 3 residual blocks with 3 convolutional layers each.
Te sizes of the flters used to perform the operation are 512
and 2048. Te last layer is the fully connected layer of the
architecture that classifes handwritten word dataset into 24
classes.

Te pretrained model ResNet 50 has been simulated on
self-prepared handwritten dataset of Gurmukhi month’s
name at 100 and 40 epochs with 20 and 40 batch sizes,
respectively. Te training parameters’ results obtained for
this model is presented in Table 5.

From Table 5, it has been analyzed that the pretrained
model ResNet 50 has performed the worst on the proposed
handwritten words dataset of Gurmukhi month’s name. Te
value of highest validation accuracy that has been obtained
using this model is 40.15% at 100 epochs and 40 batch sizes.
However, this accuracy result of ResNet 50 at 100 epochs and

40 batch sizes is comparatively higher than the performance
of the model at 100 and 40 epochs using 20 batch sizes.

Te accuracy loss graph of ResNet 50 at diferent epochs
and batch sizes is presented in Figure 6.

3.3. Training Parameters’ Results of VGG 19. Te architec-
tural diagram of VGG 19 is presented in Figure 7.Tis model
has been designed with 19 total layers, of which 16 layers are
convolutional layers and 3 layers are fully connected layers.
Other than this, the model has also contained 5 max pool
layers. Te size of flter that has been used for operation in
VGG 19 is of the same size 3× 3 for convolutional and
pooling layers. Te number of feature maps that has been
used by each layer of VGG 19 is diferent and varies from 64
to 512. Te last three layers are the fully connected layer of
the architecture that classifes handwritten word dataset into
24 classes.

Te pretrainedmodel VGG19 has also been simulated on
self-prepared handwritten dataset of Gurmukhi month’s
name at 100 and 40 epochs with 20 and 40 batch sizes,
respectively. Te training parameters’ results obtained for
this model is presented in Table 6.

It has been analyzed from Table 6 that the highest
validation accuracy of pretrained mode VGG19 is 77.71%
and 77.58%, respectively, when tested on 100 epochs with 20
and 40 batch sizes. Other than this, the least validation
accuracy has been noticed for 40 epochs and 40 batch sizes,
whose value is 73.17%. Hence, this model performed well on
20 and 40 batch sizes with 100 epochs in comparison to its
performance of 40 epochs.

Te VGG19’s accuracy loss graph at diferent epochs and
batch sizes has been presented in Figure 8.

3.4. Training parameters’ Results of VGG 16. Te VGG 16
model’s constructional design is shown in Figure 9. Te
model comprises 16 layers in total, out of which 13
layers are convolutional layers and 3 layers are fully
connected layers. Other than this, VGG16 also consists of
fve max-pooling layers. Te flter size throughout all of
the layers of the architecture is of same size, that is, 3 × 3.
However, the count for the feature maps has varied from
64 to 512 from the layer frst to the last layer of the model.
Te last three layers of the model are the fully connected
layers that classify the handwritten word dataset into 24
classes.

Te training parameters’ results obtained for VGG16
when it is simulated on a self-prepared handwritten dataset
of Gurmukhi month’s name at 100 and 40 epochs with 20
and 40 batch sizes, respectively, have been presented in
Table 7.

Table 6 depicted that the model’s highest validation
accuracy has been obtained at 100 epochs with 20 and 40
batch sizes, whose value is 81.38% and 80.56%, respectively.
In contrast to this, the least accuracy for the model has been
observed at 40 epochs and 40 batch sizes with an accuracy
value of 75.63%. Hence, this model performed well on 20
and 40 batch sizes with 100 epochs in comparison to its
performance of 40 epochs.
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Figure 4: Accuracy loss graph of the proposed CNN model at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40
epochs and 20 batch size, and (d) 40 epochs and 40 batch size.

Table 4: Training parameters’ results of the proposed CNN model at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.9878 0.99 0.9486 0.9568
Validation accuracy 0.9973 0.9973 0.8985 0.9885
Training loss 0.0432 0.0313 0.1580 0.1440
Validation loss 0.0225 0.0188 1.0888 0.0404
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Figure 5: Architectural diagram of ResNet-50.

Table 5: Training parameters’ results of ResNet50 at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.3299 0.3335 0.2503 0.2491
Validation accuracy 0.3929 0.4015 0.3031 0.3310
Training loss 2.1693 2.1658 2.4568 2.4608
Validation loss 1.9268 1.8842 2.2492 2.2037
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Figure 6: Continued.
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Te accuracy loss graph for VGG16 at diferent epochs
and batch sizes is presented in Figure 10.

It has been analyzed from the present section that the
proposed CNNmodel as well as pretrainedmodels including
ResNet50, VGG19, and VGG16 have performed well on
a self-prepared handwritten word dataset of Gurmukhi

month’s name when simulated on 100 epochs and 40 batch
sizes as compared to its performance in experimental set-
tings on other training parameters such as 20 batch sizes
with 100 epochs and 40 epochs with 20 and 40 batch sizes,
respectively. Hence, in order to further assess the proposed
CNN model’s quality, a comparative analysis has been
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Figure 6: Accuracy loss graph of ResNet50 at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40 epochs and 20 batch
size, and (d) 40 epochs and 40 batch size.
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Figure 7: Architectural diagram of VGG19.

Table 6: Training parameters’ results of VGG19 at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.7530 0.7452 0.6816 0.6793
Validation accuracy 0.7771 0.7758 0.7346 0.7317
Training loss 0.7560 0.7693 0.9775 0.9901
Validation loss 0.6647 0.6744 0.8217 0.8330
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performed between the proposed model and a pretrained
model at 100 epochs and 40 batch sizes using widely used
evaluation metrics such as accuracy, F1, recall, and precision
in Section 3.5.

3.5. Comparative Analysis at 100 Epochs and 40 Batch Sizes.
It has been already motioned in the previous section that the
proposed CNNmodel as well as pretrainedmodels including
ResNet50, VGG19, and VGG16 has been performed well on
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Figure 8: Accuracy loss graph of VGG19 at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40 epochs and 20 batch
size, and (d) 40 epochs and 40 batch size.
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Figure 9: Architectural diagram of VGG16.

Table 7: Training parameters’ results of VGG16 at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.7925 0.7832 0.7265 0.7212
Validation accuracy 0.8138 0.8056 0.7758 0.7563
Training loss 0.6274 0.6515 0.8382 0.8525
Validation loss 0.5484 0.5720 0.6908 0.7279
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Figure 10: Continued.
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the self-prepared handwritten word dataset of Gurmukhi
month’s name on 100 epochs and 40 batch sizes. Hence, for
the comparative analysis between the models in this section,
the same numbers of epochs and batch sizes have been
chosen.

Furthermore, for this comparative analysis, accuracy, F1,
recall, and precision have been taken as evaluation
parameters.

3.5.1. Comparative Analysis in Term of Accuracy. Te 24
class classifcation results of Gurmukhi month”s name
dataset on the proposed model and pretrained models have
been obtained using 100 epochs and 40 batch sizes. As per
the obtained results, it has been noticed that the proposed
CNN model has outperformed the other three pretrained
models in terms of classifcation accuracy. Te accuracy of
the proposed model is 99.73%, which is almost 59.58%,
22.15%, and 19.17% more than the accuracy obtained using
ResNet50, VGG19, and VGG16, respectively, as shown in
Figure 11.

Other than this, Figure 12 has shown the classwise ac-
curacy comparison of the proposed model and pretrained
models.

From Figure 12, it has been observed that the proposed
CNN model has given the 100% classifcation accuracy
result for “April,” “Assu,” “June,” “Magar,” “March,”
“November,” “Phagun” and “Poh” classes of Gurmukhi
months, where the other three models such as ResNet50,
VGG19, and VGG16 give comparatively poor accuracy on
the same classes.

Te least accuracy of the proposed model is on “May”
and “Sawan” classes of Gurmukhi months, which is about
99.92%.

3.5.2. Comparative Analysis in Term of F1 Score. In order to
test the performance of the proposed CNN model,
a comparative analysis has been conducted based on the F1
score in this section. Figure 13 shows the comparison
between the proposed CNN model and the other three
pretrained models based on overall F1 score. It has been
observed that the F1 score for the proposed CNNmodel has
been 0.9973, which is 0.6006, 0.222, and 0.1950 higher than
the F1 score value of ResNet50, VGG19, and VGG16,
respectively.

In addition to this, a classwise F1 score comparison
between the proposed CNNmodel and pretrained models is
shown in Figure 14. It has been observed from Figure 14 that
the proposed CNN model’s F1 score resulting in 1 for
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Figure 10: Accuracy loss graph of VGG16 at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40 epochs and 20 batch
size, and (d) 40 epochs and 40 batch size.
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“April,” “Assu,” “June,” “Magar,” “March,” “November,”
“Phagun,” and “Poh” month names, where the results for F1
score for the same classes from other three pretrained model
have been comparatively low.

On the other hand, the least value of F1 score from the
proposed CNN model has been obtained for “Vaisakh,”
which is around 0.9951.

3.5.3. Comparative Analysis in Term of Recall. A compar-
ison between the proposed CNN model and
pretrained networks based on results of overall recall and
classwise recall values is shown in Figures 15 and 16,
respectively.

As per Figure 15, the proposed CNN model has out-
performed the other three pretrained models in terms of the
recall value when tested on handwritten word dataset of
Gurmukhi months. Te overall recall for the proposed CNN
model is 0.9973 which is higher than the recall value of
ResNet 50, VGG19, and VGG 16 by 0.5952, 0.2216, and
0.1931, respectively.

From Figure 16, it has been clear that the classwise recall
score is resulting in 1 for “April,” “Assu,” “Bhado,” “Harh,”
“January,” “June,” “Magar,” “Magh,” “March,” “May,”
“November,” “Phagun,” “Poh,” “September,” and “Vaisakh”
month names in case of the proposed CNNmodel, where F1
score’s results is comparatively poor for the same classes
from other three pretrained models.
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It has also been observed that the minimum value of
recall is 0.9905, which is for “August” class name using the
proposed CNN model.

3.5.4. Comparative Analysis in Term of Precision. In this
section, comparative analysis in terms of the precision value
has been performed for 24-class classifcation results of
Gurmukhi month’s name dataset using the proposed model
and pretrained models at 100 epochs and 40 batch sizes. Te
comparative analysis in Figure 17 depicted that the proposed
CNN model has outperformed the other three pretrained
models in terms of precision. As the results of precision
using the proposed CNN model is 0.9974, which is almost
0.5446, 0.2026, and 0.1801 more than the precision value
obtained using ResNet50, VGG19, and VGG16, respectively,
as shown in Figure 17.

A classwise precision comparison between the proposed
CNNmodel and pretrained models, ResNet 50, VGG19, and
VGG16, is shown in Figure 18. It has been observed from
Figure 18 that, for class name “April,” “Assu,” “August,”
“Chet,” “December,” “February,” “Jeth,” “July,” “June,”
“Katak,” “Magar,” “March,” “November,” “October,”
“Phagun,” and “Poh,” the obtained value of precision is one
using the proposed CNN model. It has also been observed
that, by using other three pretrained models, the precision
value has been comparatively low for these classes.

Using the proposed CNN model, the least precision
value (0.9903) has been obtained for class name “Vaisakh.”

From the comparative analysis performed in this section,
it has been found that the proposed CNN model has out-
performed the other three pretrained models in terms of
four performance assessment matrices such as accuracy,
recall, precision, and F1 score when simulated on
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a self-prepared handwritten word dataset of Gurmukhi
month’s name for image classifcation. Hence, the proposed
CNN model is the best ft model for various regional ap-
plications of month’s name classifcation.

4. Conclusion

In this research article, the classifcation of a handwritten
word dataset of Gurmukhi month’s name has been done into
24 diferent classes. For this, the CNN model has been
prepared from scratch with fve convolutional, three polling
layers, one fattening layer, and one dense layer. Further-
more, a performance assessment of the proposed CNN
model has been conducted at diferent numbers of epochs
and batch sizes, and it has been observed that the proposed
CNN model has performed well at epoch 100 and 40 batch
sizes. In addition to this, a comparative analysis has also been
performed between the proposed CNN model and three
pretrained models named as ResnEt50, VGG19, and VGG16
based on diferent performance assessment matrixes such as
accuracy, F1 score, recall, and precision. From this exper-
imentation, it has been concluded that the proposed CNN
model at 100 epochs and 40 batch sizes outperformed the
other three pretrained models in the classifcation of
handwritten words dataset in 24 classes.
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