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In the process of modern industrial production equipment developing towards the direction of structure, automation, and
intelligence, motor is still the main power output equipment. If the data fow classifcation occurs during the operation of the
motor, it will lead to problems such as the reduction of its operation efciency and the increase in system energy consumption. In
serious cases, it will even cause motor damage, and the overall system equipment will be shut down for maintenance for a long
time, resulting in serious economic losses.Terefore, the research on intelligent multilabel data stream classifcation technology of
motor is of great signifcance to ensure the stability and reliability of efcient operation of production equipment. In order to
improve the recognition efciency and accuracy of ms-1dcnn’s multilabel data stream classifcationmethod in the environment of
variable motor conditions and strong noise interference, a multiscale feature fusion framework is constructed based on the
residual network structure. Te implementation principles of two kinds of attention mechanism algorithms, squeeze and ex-
citation module and convolution attention module, are studied, respectively. Te attention module suitable for one-dimensional
residual network is designed and embedded into the residual module to build a multiscale attention residual network model.
Finally, the efectiveness and superiority of the proposed model are verifed by using the experimental platform data.

1. Introduction

1.1. Research Background and Signifcance. As important
power equipment in various production felds, the motor has
the advantages of low price, relatively simple overall
structure, relatively reliable, and so on, and undertakes more
than 80% of the kinetic energy output in the process of
modern industrial and agricultural production [1]. Espe-
cially in metallurgy, mining, machining, rail transit, and
other industrial production felds, the installed capacity is
huge and widely used. Motors and their related power
equipment are important assets of enterprises, and their
reliability and stability during operation are the key to
ensure the safe and stable operation of mechanical equip-
ment for a long time [2]. If the data fow classifcation of the
motor occurs during the operation of the equipment, it will
lead to unstable operation, sharp rise in energy consump-
tion, and other conditions. In serious cases, it will even cause
damage to the motor and equipment, and then afect the
normal operation of the whole equipment. Sudden shutdown

and maintenance must be carried out, resulting in problems
such as slow production progress and economic losses. Te
regular maintenance of the motor is usually aimed at the
inspection andmaintenance of themotor, which has a certain
positive signifcance in reducing the classifcation rate of the
data fow of the motor, but there are problems such as in-
sufcient maintenance, and blind repair [3]. At the same
time, the traditional signal processing and threshold judg-
ment methods using sensor signals are not enough in the
process of industrial production in a complex environment,
and because the early characteristics of data fow classifca-
tion are weak or disturbed by noise, there are often cases of
inadequate response, motor damage, and production pause
when data fow classifcation is found, resulting in huge
property losses and even casualties [4]. Te development
requirements of automation and intelligence of modern
industrial equipment have led to the continuous innovation
of multilabel data stream classifcation technology. At this
stage, the intelligent multilabel data stream classifcation
method based on signal processing, artifcial intelligence, and
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other technologies has the advantages of high recognition
accuracy and strong adaptability and is a hot issue in the feld
of multilabel data stream classifcation [5]. In the “made in
China 2025” proposed in 2021, equipment intelligent diag-
nosis technology is listed as one of the important related
technologies in the feld of intelligent manufacturing, and it is
an important technical means to realize the safe and stable
operation of intelligent equipment [6, 7]. Terefore, it is of
great practical signifcance to analyze the data fow classif-
cation mechanism of a motor and study the relevant intel-
ligent multilabel data fow classifcation methods for
maintaining the safe, stable, and efcient operation of in-
dustrial production.

At present, motor multilabel data stream classifcation
technology can generally be divided into three categories:
model-based, signal processing and machine learning, and
deep learning [8]. At the beginning of the development of
multilabel data stream classifcation technology, people have
performed a lot of research on model-based multilabel data
stream classifcation technology, but because it usually needs
to build a mathematical model that can accurately refect the
actual running state of the motor, there are obvious defects
and great difculties. Te traditional intelligent multi label
data stream classifcation technology based on signal pro-
cessing and machine learning has a good operability and
recognition efect and has been widely used in the feld of
multilabel data stream classifcation. In recent years, with the
continuous breakthroughs of computer, artifcial intelli-
gence, and other information technologies, as well as the
requirements of modern industrial development, intelligent
multilabel data stream classifcation technology based on
deep learning algorithm has received extensive attention and
research. It is a new research hotspot in the feld of multilabel
data stream classifcation and is in the process of rapid
development [9, 10].

Based on the data of SIQ-MFS mechanical data fow
classifcation test-bed, aiming at a variety of common types
of motor data fow classifcation in the actual production
process, this topic uses the motor vibration signal to realize
the research on the motor data fow classifcation method. In
the research of traditional intelligent multilabel data stream
classifcation methods, it is usually necessary to analyze the
collected data stream classifcation signals, extract the fea-
tures that can refect the classifcation status of the real data
stream and further flter or reduce the dimension of the
features through human intervention and fnally get the
diagnosis results through the pattern recognition algorithm.
Based on the analysis of the generation mechanism of motor
data stream classifcation, the EEMD method is used to
analyze and extract the characteristics of motor vibration
signals, and a feature selection method based on improved
and adjusted mutual information is proposed for multilabel
data stream classifcation. Aiming at the problems of a
complex process and human intervention in traditional
intelligent multilabel data stream classifcation methods, a
one-dimensional convolution multiscale feature fusion
framework is constructed, and an end-to-end intelligent
motor multilabel data stream classifcation based on mul-
tiscale one-dimensional fuzzy complex value measure

learning is proposed. A multiscale residual network model
based on attention mechanism is proposed to solve the
common problems of variable working conditions and
strong noise interference in practical applications. Te ex-
perimental results show that the proposed method can ef-
fectively realize the classifcation of multilabel data fow of
motor, and has a good robustness and diagnostic efect
under variable working conditions and noise interference,
which is of practical signifcance to ensure the safe and stable
operation of the motor.

1.2. Research Status

1.2.1. Research Status of Motor Multilabel Data Stream
Classifcation Technology. Multilabel data stream classif-
cation is an important technical means to ensure the safe and
smooth operation of equipment. It is a hot research direction
of interdisciplinary and is in the process of continuous
development. In the 1960s, through the monitoring of pa-
rameters such as current, voltage, vibration frequency, radial
speed, and shaft radial fux, the classifcation characteristics
of motor data fow were studied, and the purpose of mul-
tilabel data fow classifcation was achieved by threshold
judgment [11]. Based on various measurement sensors,
many researchers have adopted diferent monitoring
methods, combined with signal processing, Internet of
things and artifcial intelligence technology designed a va-
riety of multilabel data fow classifcation methods for the
various parameters and possible operating conditions of
mechanical equipment, which has led to the rapid devel-
opment of equipment multilabel data fow classifcation
technology, and the accuracy and speed of motor multilabel
data fow classifcation have been improved. It plays a great
role in promoting the safe operation of the motor [12, 13].

1.2.2. Multilabel Data Stream ClassifcationMethod Based on
Signal Processing and Machine Learning. At present, in the
process of studying the multilabel data stream classifcation
method based on signal processing and machine learning,
because the vibration signal of the motor will show complex
nonstationary and nonlinear characteristics when it is in the
data stream classifcation state, in order to fully refect the
classifcation characteristics of the data stream in the signal,
it is necessary to use the time-frequency analysis method to
analyze the changes of its vibration signal distribution pa-
rameters with time. In the process of multilabel data stream
classifcation, time-frequency analysis methods such as
short-time Fourier transform, wavelet transform, and Hil-
bert Huang transform are usually used to analyze vibration
signals [14–16], obtain signal sequences that can refect the
time-frequency characteristics of data stream classifcation
types and calculate their diferent types of statistical char-
acteristics through a variety of methods, so as to build a data
stream classifcation feature set for motor multilabel data
stream classifcation. Huang et al. proposed to use iterative
empirical wavelet packet (EWT) to analyze the gearbox data
stream classifcation signal and used the multi iterative
mutual information energy entropy to denoise and
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reconstruct the decomposed signal components. Finally, the
sparse flter fuzzy complex value measure learning model is
used to extract the efective data stream classifcation fea-
tures and realize multilabel data stream classifcation [17].
Zhaohua and Huang proposed an adaptive frequency
window empirical wavelet transform method to segment the
signal spectrum through the frequency window and adap-
tively select the position of the window and then extract the
early features of data fow classifcation by using the em-
pirical wavelet packet [18]. Cheng-Chien et al.frst per-
formed EEMD decomposition on the bearing vibration
signal, screened the IMF component based on the calcula-
tion of the correlation coefcient and combined it with the
distance factor and reconstructed the signal, so as to
eliminate the noise interference in the original signal and
fnally realized the multilabel data stream classifcation
through the wavelet packet and the correlation coefcient
[19]. Imaouchen et al. proposed to improve the EMD
method by adding complementary noise. On the basis of
overcoming the problem of modal aliasing, this method can
efectively eliminate the noise residue in the algorithm
process and improve the calculation efciency of EEMD.
Finally, IMF component reconstruction signals related to
data stream classifcation features are selected, and ampli-
tude and frequency modulation are extracted from the se-
lected IMF by frequency weighted energy operator method
for multilabel data stream classifcation [20, 21]. Among the
above time-frequency signal analysis methods, the EMD
method has many characteristics, such as intuitive, poste-
rior, and adaptive. It can efectively decompose the non-
stationary vibration signal into signal components of
diferent frequencies in turn. It is one of the most commonly
used time-frequency analysis methods. However, when the
signal to be decomposed contains many discontinuous
signals with diferent frequencies, the mode aliasing problem
will appear in EMD decomposition. Terefore, in practical
applications, EMD will be improved by noise-aided analysis
and other methods [22].

1.2.3. Research Status of Fuzzy Complex Valued Measure
Learning. In recent years, because the key problems of the
deep learning algorithm in the training process have been
solved, it has made outstanding achievements in image,
computer vision, natural language processing, and many
other felds by virtue of its incomparable advantages with
other technologies, as well as a variety of algorithms that are
applicable to various scenes and have a variety of diferent
structure types.

Common deep learning algorithms include restricted
Boltzmann machine, automatic encoder, and fuzzy complex
value measure learning, on this basis, many researchers have
proposed a variety of improved algorithms for diferent
problems and scenarios, which greatly promotes the devel-
opment and improvement of deep learning. Generally, deep
learning algorithm is a kind of network structure with
multiple hidden layers, which can realize the efective analysis
of input data, learn the inherent characteristics and attributes
contained therein, establish themapping relationship between

input data and characteristics, have excellent intelligent
learning ability and have been widely used in many felds.
Among them, fuzzy complex valued measure learning is one
of themost widely used deep learning algorithms. Its excellent
application potential has been widely valued and causedmany
scholars to conduct in-depth research [23].

Fuzzy complex value measure learning is convenient for
processing a large amount of data and can automatically
extract the deep features in the signal and realize the au-
tomation and intellectualization of multilabel data stream
classifcation. As an end-to-end fuzzy complex value mea-
sure learning model, it overcomes the problems of low ef-
fciency and efect of multilabel data stream classifcation
caused by complex steps and too many human interventions
of traditional intelligent multilabel data stream classifcation
methods to a certain extent. Although fuzzy complex set-
valued measure learning has many advantages and is a hot
topic of current research, its research in the feld of mul-
tilabel data stream classifcation is still in the process of
continuous development. More and more in-depth research
is needed on how to design a fuzzy complex set-valued
measure learning structure suitable for multilabel data
stream classifcation and how to improve the problems of
variable working conditions and noise interference in the
process of multilabel data stream classifcation [24].

1.3. Research Route.
(1) Te whole research of this paper can be divided into

two parts: multilabel data stream classifcation
method based on signal processing and deep
learning. In the multilabel data stream classifcation
method based on signal processing, the time-fre-
quency signal analysis and the corresponding
spectral analysis methods are studied, respectively.
Nine time-frequency and frequency-domain statis-
tical features are selected to construct the feature set,
and the sensitive features are screened. Finally, the
dimension reduction and pattern classifcation al-
gorithm are used to realize the construction of the
motor diagnosis model. In the multilabel data stream
classifcation method based on deep learning, the
application of one-dimensional fuzzy complex value
measure learning in the feld of multilabel data
stream classifcation is studied, and multiscale one-
dimensional fuzzy complex value measure learning is
constructed for motor multilabel data stream clas-
sifcation. Aiming at the problems of variable
working conditions and noise interference of the
motor, the attention mechanism and multiscale re-
sidual network are used to build a diagnostic model.
Finally, the four common motor data fow classif-
cations collected by the SQI-MFS data fow classi-
fcation experimental platform and the vibration
data under a normal motor state are fully verifed by
experiments [25].

(2) Te time-frequency analysis method EMMD of vi-
bration signals is studied, and the time-frequency
features are extracted to construct the original
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feature set. In view of the low correlation of its
features, which cannot accurately refect the classi-
fcation state of data fow, and the redundancy be-
tween various features, a feature selection method
AMISR based on improved and adjusted mutual
information is proposed. Te adjusted mutual in-
formation value obtained after feature clustering
analysis is combined with the standard deviation as
the feature evaluation index, quantitative analysis of
feature sensitivity. On this basis, the LDA dimen-
sionality reduction algorithm is used to map high-
dimensional features to low-dimensional space, and
the EMMD-AMISR-LDA-SVMmodel is constructed
to realize the classifcation of motor multilabel data
fow. Te efectiveness of the proposed method is
verifed by two groups of comparative experiments.

(3) Aiming at the problems existing in the traditional
intelligent multilabel data stream classifcation
method based on signal processing and machine
learning, such as complex process, too much inter-
vention, weak generalization ability, and poor
adaptability, this paper further studies the multilabel
data stream classifcation method based on one-di-
mensional fuzzy complex value measure learning by
referring to the current popular deep learningmethod
and combining the one-dimensional attribute of vi-
bration signal. Te multiscale feature fusion frame-
work is studied, and an end-to-end multiscale one-
dimensional fuzzy complex value measure learning
data fow classifcation diagnosis model is proposed.
Te stability, generalization performance, and anti-
noise ability of the model are verifed by motor of-
duty and noise interference experiments [25].

2. ClassificationPrinciple andSignalAnalysis of
Multilabel Data Flow

2.1. Analysis of Data Flow Classifcation Mechanism

2.1.1. Classifcation Mechanism Analysis of Rotor Broken Bar
Data Flow. Because the rotor is subjected to thermal, me-
chanical, and other stresses during operation, it is easy to
classify the broken bar data fow of the rotor after long-time
operation or frequent start-up and stop operations. Because
the system is relatively complex, the vibration parts and
corresponding vibration signals produced by diferent data
stream classifcation types are diferent [19].

When operating in the state of no data fow classifcation,
the stator current frequency only contains the main fre-
quency components. When rotor bar breaking data fow
classifcation occurs, electromagnetic and mechanical vi-
bration will occur inside, resulting in harmonic components
in the spectrum of stator current. Assuming that the power
supply frequency is, the fundamental wave of the three-
phase synthetic magnetomotive force of the stator current
can be expressed as

F1 � K1N1I1 sin(2π − pθ). (1)

Te phase of the rotor winding can be obtained as
φ � θ − 2πfrt, then according to the balance relationship
between the stator and rotor magnetomotive force, we get

T1(t, θ) �
K2N2I2

2
cos 2π f1 + 2fr( 􏼁t − 3θ􏼂 􏼃􏼈

− cos 2π f1 − 2fr( 􏼁t + θ􏼂 􏼃􏼉.

(2)

When the number of pole pairs P is 1, the slip is

s �
f1 − fr( 􏼁

f1
,

T1(t, θ) �
K2N2I2

2
cos 2π(3 − 2s)f1t − 3θ􏼂 􏼃􏼈

− cos 2π(1 − 2s)f1t − θ􏼂 􏼃􏼉.

(3)

It can be seen from the above analysis that when the
rotor bar breaking data fow classifcation occurs, the fre-
quency in the stator current spectrum will be fbp �

(1 − 2s)f. Te harmonic component is specifcally man-
ifested in the periodic fuctuation of the stator current due to
imbalance, which causes the periodic vibration of 2sf in rotor
torque and speed, resulting in mechanical vibration.

2.1.2. Analysis of Data Flow Classifcation Mechanism of
Stator Winding. Stator winding data fow classifcation is
usually caused by the damage and falling of of the insulation
paint on the surface of the conductor due to long-term high-
temperature and corrosive operating environment. It is a
common type in asynchronous data fow classifcation.

Fe �
f

p
× 2p � 2f,

fs � (1 ± 2k(1 − s))f,

fs � (n ± 2k(1 − s))f n � 1, 2, 3 . . . , k � 0, 1, 2 . . . .

(4)

It can be seen from the above analysis that when the
stator winding data fow classifcation occurs, the harmonic
component in the stator current is signifcantly enhanced,
resulting in a certain change in the frequency of vibration.
Terefore, the vibration signal can be used as an efective
data source that can directly refect the data fow classif-
cation state [26].

2.1.3. Bearing Data Flow Classifcation Mechanism Analysis.
When the bearing has local surface type damage, the char-
acteristic frequency that can refect its own data fow clas-
sifcation state will appear in the data fow classifcation
vibration signal and show the characteristics of periodicity
and decreasing amplitude. Terefore, some signal time-fre-
quency analysis methods can be used to obtain the char-
acteristic information from the nonstationary data stream
classifcation vibration signals with complex frequency
components, so as to lay a foundation for constructing the
data stream classifcation feature set and realizing the
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accurate multilabel data stream classifcation. Te damage of
diferent structural components of the bearing will lead to
diferent types of bearing data fow classifcation, and the
corresponding theoretical data fow classifcation charac-
teristic frequencies are also diferent. Te specifc calculation
formulas of four diferent bearing data fow classifcations are
shown in Table 1.

2.2. Vibration Signal Analysis Method. Te frequency
characteristics of data stream classifcation vibration signals
are time-dependent, so it is necessary to analyze the change
of signal frequency with time. Terefore, time-frequency
analysis method is needed to obtain local and global in-
formation in the time domain and the frequency domain. In
this section, the basic principles of empirical mode de-
composition and its improved method are introduced in
detail, and simple experimental verifcation is carried out
through example signals [27].

2.2.1. Empirical Mode Decomposition. Empirical mode de-
composition (EMD), proposed by Huang in 2021, is a part of
Hilbert Huang transform. Because of its strong time-fre-
quency analysis ability and adaptive characteristics, it has
been widely used in many felds, including multilabel data
stream classifcation. EMD decomposes the original vibra-
tion signal into a series of instantaneous frequency efective
single component signals and a set of residual signals
according to diferent frequency components. Te single
component signal is called the eigenmode function com-
ponent, and each IMF component only contains the local
characteristic signals of the same time scale in the original
signal. In order to verify that the single component signal
obtained is an IMF component, it is usually judged
according to the following two conditions:

(1) Within the length of the signal sequence, the number
of extreme points and the number of zero crossings
are equal or at most the diference is no more than 1.

(2) For any time, the mean value of the local envelope of
the signal is 0.

Te specifc steps of EMD decomposition of the original
signal are as follows:

h1(t) � x(t) − m1(t),

r2(t) � r1(t) − c2(t), · · · , rm(t)

x(t) � 􏽘

m

k�1
ck(t) + rm(t).

(5)

From the decomposition process of the vibration signal,
it can be seen that the sequence in which each IMF com-
ponent is decomposed corresponds to the height of the
component frequency component, that is, the IMF com-
ponent decomposed frst contains the high-frequency
component in the signal, which contains obvious and im-
portant characteristic information.

2.2.2. Set Empirical Mode Decomposition. Verify the efect of
EEMD on suppressing mode aliasing through the simulation
signal and set the simulation signal as

x(t) � x1(t) + x2(t) + n(t). (6)

Among them, x1(t) � sin(100πt +π/2),x22� sin(20πt),
n(t). It is intermittent noise signal.

Due to the superposition of intermittent noise signal
components in the mixed signal, after EMD decomposition,
it can be clearly seen that there are frequency components
with greatly diferent time scales in imf1 to imf4 compo-
nents, and there is modal aliasing, which fails to achieve the
decomposition goal of the EMD algorithm.

By repeatedly using Gaussian white noise in the algo-
rithm fow to smooth the intermittent signals in the signal to
be decomposed, the accurate decomposition of signals with
diferent frequency components can be achieved, and the
problem of modal aliasing can be efectively suppressed.

3. Feature Selection and the Multilabel Data
Stream Classification Method Based on
Improved and Adjusted Mutual Information

3.1. Introduction. For the problems of high dimension and
feature redundancy of a feature set, two representative di-
mensionality reduction algorithms, unsupervised principal
component analysis (PCA) and supervised linear discrim-
inant analysis (LDA), are studied to realize the mapping
from high-dimensional features to low-dimensional feature
space, which is convenient for the training and testing of the
classifcation algorithm. Finally, combined with two classical
machine learning classifcation algorithms, support vector
machine and limit learning machine, a multilabel data
stream classifcation model is constructed and verifed by
two groups of comparative experiments. Te experimental
results show that the model proposed in this chapter can
achieve better recognition results.

3.2. Improved Feature Selection Method. Feature selection
analyzes various features in the original feature set and uses
some algorithms or indicators to select features that can
refect the classifcation status of data fow, so as to improve

Table 1: Four kinds of bearing fault characteristic frequency calculation formulas.

Data fow classifcation type 计算公式 公式编号
Inner circle data fow classifcation fi � nr/120(1 + d/D sin α) (8)
Outer ring data fow classifcation fo � nr/120(1 − d/D cos α) (9)
Rolling element data fow classifcation fb � r/120(1 − d/D cos α) (10)
Cage data fow classifcation fc � Dr/120 d[1 − (d/D)2cos2α] (11)
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the diagnostic performance. Feature selection also reduces
the dimension of feature set, avoids model over ftting and
accelerates the operation speed of algorithm model. In this
section, based on extracting the original feature set from the
original signal sample by using the methods of set empirical
mode decomposition (EEMD), spectral analysis, and sta-
tistical analysis, and clustering it by using the fuzzy C-means
algorithm. A feature selection method that introduces the
standard deviation into the cluster evaluation index adjusted
mutual information (AMI) is proposed.Te original features
are evaluated quantitatively to select efective features for
classifcation.

3.2.1. Fuzzy C-Means. Fuzzy C-means (FCM) realizes the
soft interval division of all sample points in the data set by
introducing membership weight, so that samples of the same
category gather around the cluster center and has a higher
tolerance for ambiguous samples in the sample points. After
initializing the cluster center according to the sample data,
the cluster center and themembership weight of each sample
are iteratively updated by minimizing the objective function.
When the position of the cluster center gradually tends to be
stable during multiple iterative operations, and its change
diference is within the set range, the algorithm update is
stopped [28]. Te objective function formula of FCM is
shown in the following formula:

Jm � 􏽘
N

i�1
􏽘

C

j�1
u

m
ij xi − cj

�����

�����
2
, 1≤m<∞. (7)

Here, membership degree is Uij and cluster center is Cj .
Te calculation formula of iterative update is expressed as

uij �
1

􏽐
C
k�1 xi − cj

�����

�����/ xi − ck

����
����􏼒 􏼓

2/m− 1,

cj �
􏽐

N
i�1 u

m
ij · xi

􏽐
N
i�1 u

m
ij

.

(8)

Te termination condition of iteration update is

maxij u
(k+1)
ij − u

(k)
ij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼚 􏼛< δ. (9)

Because FCM is an unsupervised algorithm, there is a
problem of the validity test. Terefore, it is necessary to
evaluate the performance of the algorithm through some
clustering evaluation indicators. Te commonly used clus-
tering evaluation indicators include entropy, Pearson cor-
relation coefcient, mutual information, and Davies–
Bouldin index.

3.2.2. Adjust Mutual Information. Mutual information is
used to express the relationship between information. It is a
measure of statistical correlation between random variables.
Its defnition is similar to cross entropy. It is used to
measure the consistency of two data distributions and as an
evaluation index of data clustering results. Assuming that

and are the distributions of samples, the entropy of the two
distributions are

H(U) � 􏽘

|U|

i�1
P(i)log(P(i)), H(V) � 􏽘

|V|

j�1
P′(j)log P′(j)( 􏼁.

(10)

Ten the mutual information between u and V can be
expressed as

MI(U, V) � 􏽘

|U|

i�1
􏽘

|V|

j�1
P(i, j)log

P(i, j)

P(i)P′(j)
􏼠 􏼡. (11)

Te closer the AMI value is to 1, the more consistent the
sample point is with the actual category.

AMI �
MI − E(MI)

mean(H(U), H(V)) − E(MI)
. (12)

3.2.3. Feature Selection Method. Te implementation steps
of AMISR are as follows.

Tere are C types of data fow classifcation. Te vi-
bration signals of all states are analyzed by time-frequency
analysis and spectral analysis. A total of N signal sample
sequences corresponding to each data stream classifcation
type are obtained, and a variety of statistical features are
calculated to construct the original feature set [OF1,OF2,
. . . ,OFM], then the matrix formed by the mth feature of all n
sample signals is shown in the following formula:

OF
m

�

F
m
11 F

m
11 . . . F

m
1N

F
m
21 F

m
22 . . . F

m
2N

⋮ ⋮ ⋱ ⋮

F
m
C1 F

m
C2 . . . F

m
CN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (13)

SD
m
c �

��
1
N

􏽲

􏽘
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Ten, after calculation, the standard deviations of all C
states are constructed in turn, and the standard deviation set
of the mth feature is obtained as [SDm

1 , SDm
2 , . . . SC

D], and
sum it to get

SSD(m) � 􏽘
M

j�1
SD

m
j . (16)

After calculating the AMI value and standard deviation
of all m statistical characteristics, the calculation formula of
AMISR is defned to obtain the AMISR value sequence, and
the calculation method is shown in the following formula:
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AMISR(m) �
AMI(m)

SD(m)
m � 1, 2, . . . , M. (17)

Trough the above analysis process, it can be seen that
the larger the AMISR value of the statistical feature, the
higher its correlation with the current data fow classifcation
type and has stronger feature expression ability, which in-
dicates that the features screened by AMISR have the ad-
vantages of high degree of aggregation and low degree of
deviation within the class. Terefore, using AMISR to
evaluate the original feature set and screen out highly rel-
evant features is conducive to improving the efect of
multilabel data stream classifcation [29].

3.3. Extreme LearningMachine. Limit learning machine was
proposed by Huang–Guangbin and others in 2004. It is a
single hidden layer feedforward fuzzy complex set-valued
measure learning model. In the training process, the con-
nection weight between the input layer and the hidden layer
of ELM and the threshold of hidden layer neurons are
generated by a random algorithm, so it is only necessary to
set the number of hidden layer nodes without iteratively
updating the above parameters. Compared with the tradi-
tional feedforward fuzzy complex set-valued measure
learning, ELM has a faster training speed and a better
generalization performance while ensuring accuracy.

Figure 1 shows the typical structure of ELM, which is
usually composed of input layer, hidden layer, and output
layer. Te neurons between diferent network layers are fully
connected.

Suppose a single hidden layer fuzzy complex set-valued
measure learning with L hidden nodes can be expressed as

􏽘
L

i�1
βig Wi · Xj + bi􏼐 􏼑 � oj j � 1, 2, . . . , N,

H W1, W2, . . . WL; b1, b2, . . . , bL; X1, X2, . . . XL( 􏼁

�

g W1 · X1 + b1( 􏼁 . . . g WL · X1 + bL( 􏼁

⋮ . . . ⋮
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(18)

3.4. Support Vector Machine. In the course of decades of
development, support vector machine has been improved
and perfected many times by hard margin, soft margin,
kernel function, and other methods, gradually theorized as a
part of statistical learning theory and has been successfully
applied in pattern classifcation tasks in many felds, as
shown in Figure 2.

In order to divide as many sample data as possible
correctly, SVM must frst obtain the optimal separation
hyperplane that maximizes the spacing between diferent
categories of samples.

4. MultilabelDataStreamClassificationMethod
Based on Multiscale One-Dimensional Fuzzy
Complex Measure Learning

4.1. Introduction. Traditional intelligent multilabel data
stream classifcation methods based on signal analysis and
machine learning usually have the problems of a complex
diagnosis process and too much human intervention. Many
end-to-end intelligent multilabel data stream classifcation
methods based on deep learning have the advantages of
strong feature learning ability, simple diagnosis process, and
high recognition accuracy, and gradually become the re-
search hotspot in the feld of multilabel data stream classi-
fcation. As one of the widely used deep learning algorithms,

··· ······
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Figure 1: Structure of extreme learning machine.
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Figure 2: Linear support vector machine partitioning interface.
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fuzzy complex measure learning has not only made out-
standing achievements in image related felds but also many
researchers have realized its great research and application
potential in the feld of multilabel data stream classifcation.

4.2. Fuzzy Complex Valued Measure Learning Structure.
Fuzzy complex valued measure learning (CNN) is a typical
and representative deep learning algorithm, which was frst
proposed by Alexander Waibel et al. In 1987, CNN is a
feedforward multilayer fuzzy complex set-valued measure
learning model. Its main structure is usually composed of
three parts: convolution layer, pooling layer, and full con-
nection layer.Te convolution layer and pooling layer mainly
perform convolution, pooling, and other operations on the
input signals of the network to realize feature learning. Ten,
the feature map obtained is spread and connected through
the full connection layer, and the classifcation results are
output in combination with the softmax function layer.

4.2.1. Convolution Layer. Te convolution layer usually
contains a set of convolution kernels. Each convolution
kernel only convolutes the local area of the input signal or
the feature map and then integrates the local features in the
next level network to obtain the global feature map. Another
main feature of the convolution layer is weight sharing, that
is, each convolution kernel must traverse the output of the
previous layer, and the weight parameters of any convolu-
tion kernel remain unchanged in this process. Weight
sharing can efectively reduce the network parameters of the
convolution layer, reduce the amount of calculation required
for model training and avoid over ftting the model.

4.2.2. Activation Layer. Te nonlinear mapping of the input
features of the convolution layer is realized through the
activation function, and the features in the original multi-
dimensional space are mapped to another space to increase
the linear separability of the data.

4.2.3. Pool Layer. Common pooling functions include Max
pooling function and average pooling function. Maximum
pooling refers to taking the maximum value of the activation
value in the local receptive feld as the output value, while
average pooling refers to taking the average value of the
activation value in the local receptive feld as the output
value. Te specifc pooling operation is shown in Figure 3,
and the flter size is 2× 2. Te step size is 2.

4.2.4. Full Connection Layer. In the fuzzy complex set-
valued measure learning model, the output of the previous
layer of the network is spread and connected to realize the
mapping from the feature to the sample tag space, forming
the input of the full connection layer, and then through the
hidden layer using the ReLU function as the activation
function, combined with the softmax function to realize the
output of the classifcation results. Its structure is shown in
Figure 4.

4.2.5. Loss Function. In the learning of fuzzy complex set-
valued measure, peers use the loss function to measure the
consistency between the output estimated value of the
network model and the probability distribution of the target
value. Te smaller the loss function value is, the better the
ftting degree of the network model to the training set
samples is, as shown in Figure 5.

4.3. One-Dimensional Fuzzy Complex-Valued Measure
Learning Structure. In the feld of image, because the large
convolution kernel will greatly increase the amount of cal-
culation of network parameters, which is not conducive to the
deepening of the model depth and will reduce the compu-
tational performance, the two-dimensional fuzzy complex-
valued measure learning is usually constructed by stacking
multiple small convolution kernels. For example, two 3’s are
usually used×Teconvolution layer stack of 3 replaces 1 with
5× 5, the receptive feld size remains unchanged, but the
parameters are greatly reduced. However, for one-dimen-
sional vibration signals, the amount of parameter calculation
will increase after the stacking of smaller convolution cores

7 6

4 8
1 3 3 2

5 7 6 1

4 0 5 8

2 2 5 6 4 3

2 6

AvgPooling

Max (1, 3, 5, 7)=7

MaxPooling

Avg (4, 0, 2, 2)=2

Figure 3: Pooling operation diagram.

Spread out

ReLu

Softmax

Characteristic 
diagram

Full connection

Figure 4: Schematic diagram of fully connected layer.
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and convolution layers.Terefore, it is an appropriatemethod
to use the one-dimensional convolution structure to build a
multilabel data stream classifcation model for vibration
signals. Te common learning structure of one-dimensional
fuzzy complex set-valued measures is shown in Figure 6.

4.4. Multiscale Feature Fusion. Fuzzy complex set-valued
measure learning has strong feature information extraction
and model ftting capabilities. Te input data passes through

CNN’s convolution layer, activation layer, and pooling layer,
respectively. Te number of feature channels increases and
the size of the feature map decreases. At the same time, the
feature information extracted by convolution cores of dif-
ferent sizes is also diferent. Terefore, fusing the features
extracted by convolution cores of diferent sizes can improve
CNN’s feature expression ability at various levels.

Te multiscale fusion framework is constructed by using
convolution kernels of diferent sizes to realize the com-
plementarity of diferent scale information. Each layer of the
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4

5

torch.cat ()

3×1Convolution kernel layer

5×1Convolution kernel layer

7×1Convolution kernel layer

Multiscale module

Conv_1+Pool_1

Figure 5: Multiscale one-dimensional convolutional neural network structure diagram.
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Figure 6: Structure of the one-dimensional convolutional neural network.
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multiscale framework is composed of convolution kernels of
diferent sizes. From top to bottom, the size of convolution
kernels is 3×1, 5×1, 7×1, and each layer has three groups of
the same convolution layer and the pooling layer, which are
used to extract the same scale features, and then through a
16×1, and fnally through torch Cat() function performs
multiscale feature fusion.

5. Summary

Using the vibration data of SQI-MFS mechanical data fow
classifcation test-bed, this papermakes an in-depth study on
the current popular intelligent multilabel data fow classi-
fcation methods and constructs a variety of multilabel data
fow classifcation models and verifes and analyzes them
through experiments. Te main research contents of the
dissertation are summarized as follows.

Empirical mode decomposition (EMD), which is widely
used in time-frequency signal analysis is studied, and its
shortcomings are clarifed. Te mixed signal is constructed
and tested to verify the decomposition efect of the improved
algorithm set empirical mode decomposition (EEMD). After
decomposing the vibration signal, it is proposed to use the
IMF component and its marginal spectrum and envelope
spectrum obtained by Hilbert transform to calculate 9 dif-
ferent statistical features to construct the original feature set.

Aiming at the adaptability of the model to changing
conditions and strong noise interference, the ms-1dcnn
model is further improved by the residual network and the
attention mechanism. Te multiscale feature fusion
framework and the overall network structure are con-
structed by using the residual module to improve the ef-
ciency and accuracy of network recognition. Se and CBAM
attention modules are introduced and embedded into the
residual module, respectively, and a multiscale residual
network model based on attention mechanism is proposed.
Te algorithm not only has good robustness and recognition
efect under variable working conditions but also can achieve
more than 85% recognition accuracy under the strong noise
interference of SNR� − 2 db.
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