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Around the world, road traffic accidents are the leading cause of serious injuries and deaths. Ethiopia is one of the countries that
suffer the most from traffic accidents. Every government in every country wants to keep its citizens safe from accidents. To keep
people safe from accidents, it is necessary to conduct a detailed analysis of the factors that contribute to high-severity accidents and
deaths. As a result, we developed a data mining algorithm-based road traffic accident severity analysis for the Addis Ababa subcity
in this study. The longest frequent factors in the dataset were generated using the Apriori algorithm. The Apriori algorithm
generates the most frequent factors as sex: male, driver—vehicle relationship: employee, weather condition: normal, pedestrian
movement: not a pedestrian, road surface type: asphalt, and accident severity: high severity, with 42.21% and 84.35% support and
confidence, respectively. In addition, we created an accident severity level predictive model using a support vector machine. The
predictive model has an accuracy of 85%. The proposed predictive model outperforms other well-known predictive models, such as
K-nearest neighbors, decision trees, and random forests. As a result, when making decisions or policies in Ethiopia, the government

or private organizations should consider the association of factors that lead to serious severe accidents.

1. Introduction

A road traffic accident is an accident that occurs on a public
road or street, killing or injuring people and involving at least
one moving vehicle. Road traffic accidents present the great-
est threat to personal security globally [1]. Every year, a
traffic accident cuts approximately 1.25 million people’s lives
short [2]. In many countries, 3% of their gross domestic
product (GDP) is lost due to road traffic accidents [3].
Road accident analysis aims to investigate the main factors
that characterize an accident, understand patterns or beha-
viors, and identify appropriate countermeasures to avoid the
accident.

Ethiopia has one of the world’s worst records in road traffic
accidents, ranking second among East African countries [4].
Road traffic accidents pose a huge development and health
problem in Ethiopia. Although road traffic accidents are a
major global public health problem, most occur in low- and
middle-income countries, including Ethiopia. The Ethiopian

government needs to address road traffic accident holistically,
which requires involvement from multiple sectors (transport,
police, health, education) that addresses the safety of roads,
vehicles, and road users.

Data-driven decision-making is becoming increasingly
popular in various fields [5]. It assists the user in determining
the relationship that exists between items or attributes in the
dataset. Learning from the pattern also gives a clue about
what will happen in the future. To the best of the author’s
knowledge, no research on data-driven road traffic accident
analysis has been conducted in Ethiopia. As a result, in this
paper, we intend to use a data mining algorithm to examine
the relationship between accident severity level and factors
that cause the accident. The following are some studies
related to our proposed road traffic analysis to extract the
factors that cause high-severity accidents.

The work of Abegaz and Gebremedhin [6] examined the
magnitude of road traffic accident-related injuries and fatal-
ities using secondary data from a nationally representative
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survey conducted in Ethiopia in 2016. The study’s findings
conclude that road accident-related injuries and deaths are
common and affect the productive sector of the population. In
addition, males, individuals from better-oft households, and
vulnerable road users, including motorcyclists, pedestrians,
and cyclists, are at increased risk of road traffic accidents.

Abdullah and Sipos [7] examine the severity of crashes by
analyzing driver behavior and socioeconomic characteristics
using a decision tree (DT) algorithm. Results show that the
number of lanes, time of the accident, and human attitudes
are the primary causes of accidents with victims. The Duhok
city people participated in their survey, which was conducted
in the Kurdistan area of northern Iraq. According to their
study, over 30% of drivers who tend to drive faster than the
speed limit are at risk of crashing.

Nidhi and Kanchana [8] proposed a road accident pattern
prediction using Apriori and Naive Bayesian techniques. Road
accidents are an all-inclusive disaster with consistently rising
patterns. There are different categories of vehicle accidents like
rear end, head, and rollover accidents. Their statistical result
shows that lower cities” rural mortality rate is higher.

A study stated by Comi et al. [9] uses data mining and
clustering approaches to analyze accident data of the 15 dis-
tricts of Rome municipality, collected from 2016 to 2019.
Results show that such analyses can be a powerful tool to
plan suitable measures to reduce accidents and to forecast
the areas to be pointed out in advance.

The study by John and Shaiba [10] analyzes traffic acci-
dent data in Dubai for the year 2017 using data mining tech-
niques and the Apriori algorithm. It finds that most accidents
involve vehicle collisions due to inadequate space between
vehicles. Youth is involved in the majority of accidents. The
peak time for accidents is late at night, with most drivers
intoxicated. Weekends have the highest number of accidents
due to intoxication, while weekdays have the highest number
due to inadequate space between vehicles. Recommendations
to reduce accident rates are proposed based on the findings.

A fuzzy nonlinear programing study attempts to improve
road traffic collision warning systems by developing a safety
distance model to avoid rear-end collisions [11]. The method
considers external environmental elements such as weather,
road conditions, and vehicle speed to develop a mathemati-
cal model for safe distance overtaking. The simulation model
is tested using fuzzy inference techniques to ensure that the
model and parameter settings are reasonable. This method
effectively eliminates false alarms and improves collision
warning systems.

Multiagent systems are increasingly used to solve com-
plicated problems with smaller task subdivisions [12]. Exist-
ing task planning strategies are inefficient and challenging to
get optimal solutions. This work provides a multiagent con-
trol structure model that takes advantage of their advantages
to complete complicated tasks. The technique enhances con-
vergence and flexibility over existing strategies, achieving
lower objective function values and better convergence.
Regarding function value and obtained function values, it
surpasses hierarchical task network planning (HTN) and
time preference HTN.
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The findings of the prior studies indicate that data-driven
analysis of road traffic accidents is critical for forecasting acci-
dents and identifying the most common factors in road acci-
dents. As a result, in this study, we plan to analyze the
relationship between the factors that cause road traffic acci-
dents and accident severity levels and develop a severity level
predictive model for the Addis Ababa subcity. The paper con-
tributes two ideas. First, we generate the frequently occurring
road traffic accident factors that coexist and result in high
accident severity. Second, we created a model for predicting
the severity of road traffic accidents in the Addis Ababa subcity.

The following describes the overall structure of the paper.
Section 2 presents the state-of-the-art learning models.
Section 3 describes the materials and methods used in this
research. Section 4 presents the experiments, the results, and
a discussion of them. Finally, Section 5 contains the study’s
conclusion.

2. Learning Model

Machine learning is an artificial intelligence offshoot that
analyzes data to automate analytical model building. Machine
learning suggests that, if properly trained, systems can identify
patterns, learn from data, and make decisions with little or no
human intervention [13]. The support vector machine,
K-nearest neighbors (KNN), DT, and random forest (RF)
are the most widely used machine-learning algorithms [14].

2.1. Support Vector Machine. Support vector machine, or
SVM, is a popular supervised learning algorithm for classifi-
cation and regression problems [15]. The SVM finds the best
line or decision boundary for categorizing n-dimensional
space to easily place new data points in the correct category
in the future [16]. A hyperplane is the best decision bound-
ary. SVM selects the extreme vectors that aid in the forma-
tion of the hyperplane. These extreme cases are known as
support vectors. Consider the following diagram (Figure 1),
which uses a decision boundary or hyperplane to classify two
distinct categories and shows how the SVM algorithm deter-
mines the support vectors. The x-axis is a matrix of predictor
data, with each row representing one observation and each
column representing one predictor. The y-axis is an array of
class labels, each denoting the value of the associated x-
axis row.

2.2. KNN. KNN is a simple machine-learning algorithm that
uses the supervised learning technique [17]. The KNN algo-
rithm stores all available data and uses similarity to classify
new data points. This means that when new data arrives, it
can be quickly classified into a good suite category using the
KNN algorithm. The KNN algorithm can be used for regres-
sion and classification, but it is most commonly used for
classification problems. KNN is a nonparametric algorithm,
which means it makes no assumptions about the underlying
data. It is also known as a lazy learner algorithm because it
does not immediately learn from the training set; instead, it
stores the dataset and then acts on it during classification
[18]. One of the difficulties with this technique is
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determining the “correct” value of K to go with a given
labeled dataset [19].

2.3. DT. A DT is a supervised learning technique that can be
used for both classification and regression problems, but it is
most commonly used for classification. It is a tree-structured
classifier in which internal nodes represent dataset features,
branches represent decision rules, and each leaf node repre-
sents the result [20]. In a DT, the algorithm begins at the
root node and works its way up to predict the class of a
given dataset. This algorithm compares the values of the
root attribute with the importance of the record (real data-
set) attribute and then follows the branch and jumps to the
next node based on the comparison. The algorithm com-
pares the attribute value with the other subnodes and moves
on to the next node. It repeats the process until it reaches
the tree’s leaf node.

2.4. RF. An RF algorithm is a supervised machine-learning
algorithm widely used in classification and regression pro-
blems [21]. It combines the output of multiple DT to reach a
single result. In an RF tree, the greater the number of trees,
the more robust it gets [22]. Similarly, the more trees in the
RF algorithm, the more accurate and problem-solving capa-
bility it has. RF is a classifier that improves its predictive
accuracy by taking the average of several DTs on different
subsets of a given dataset. It is based on the concept of
ensemble learning, which is the process of combining multi-
ple classifiers to solve a complex problem and improve the
model’s performance.

3. Materials and Methods

Figure 2 depicts a high-level description of the methodology
employed in this study. The proposed road traffic accident
severity analysis consists of the following steps: dataset descrip-
tion, data preparation, association mining (Apriori algorithm),
predictive model using SVM, and result evaluation.

The processed dataset is fed into the Apriori approach, as
shown in Figure 2, to compute the most often coexisting road
traffic accident risk factors, and then valid candidate associ-
ation rules are constructed using the given minimum sup-
port and confidence levels. The Apriori algorithm generates
the most frequently occurring accident risk factors in highly
severe traffic incidents. Then, two significant outputs can be
retrieved from this frequent set. The first output is a potential
candidate association rule that meets the minimum support
and confidence thresholds. The second will be the potential
majority influential accident risk factors that cause extremely
serious accidents. These risk indicators are then used to build
the predictive model using the SVM learning model. The
output from the two output modules can be used to judge
road traffic incidents and the primary risk variables involved.
Each component in the flow chart diagram depicted in
Figure 2 is detailed below.

3.1. Data Used in the Study. The collection and preparation
of the dataset utilized in this investigation were done by
Bedane [23]. This dataset is collected from Addis Ababa
subcity police departments. The dataset has been prepared
from manual records of road traffic accidents. All the



TasLe 1: Predicates and the number of different values of the
predicate.

Number of different

Predicates values of the predicate
Driver’s age range 5
Sex 3
Educational level 7
Vehicle driver relation (vehicle ownership) 4
Driving experience 7
Type of junction 7
Road surface type 6
Light condition 4
Weather condition 9
Type of collision 10
Pedestrian movement 7
Vehicle movement 13
Cause of accident 20
Accident severity level 3

sensitive information has been excluded during data encod-
ing. The dataset is available in the link: Road Traffic Accident
Dataset of Addis Ababa City—Mendeley Data. The dataset
was recorded in the Addis Ababa subcity from the year 2017
to 2020.

The dataset includes details about the drivers, weather con-
ditions, infrastructure, and other events observed, and the acci-
dent’s severity level. The collection consists of 12,316 instances
of road traffic accidents and 15 factors of accidents in the study
area. The dataset includes the history of 158 low-severity traffic
accidents, 1,743 moderate (medium) severity traffic accidents,
and 10,415 highly severe incidents. The dataset contains 11,437
traffic accidents involving male drivers, 702 involving female
drivers, and 178 involving drivers of undetermined gender.
Fourteen are risk factors (independent variables) that are sub-
stantially connected with the severity of a road traffic accident,
and the 15th is the dependent variable (accident severity level).
These include the driver’s age range, sex, educational status,
vehicle—driver relationship, driving experience, type of junc-
tion, type of road surface, light and weather conditions, type
of collision, vehicle and pedestrian movement, cause of the
accident, and level of accident severity. All of the above road
traffic accident factors have two or more than two subcate-
gories. For example, the driver’s age range consists of five age
groups: under 18, 18-30, 31-50, above 50, and unknown.
Table 1 shows the basic predicate in the dataset and the number
of categories in them.

3.2. Data Preparation. Data preparation is a critical step in
the data analysis process. Because all standard machine
learning and deep learning models operate on numerical
values, we must modify each of the 14 road traffic accident
factors. We identify the number of predicates identified
under the 14 independent variables as subcategories before
converting the given cleaned dataset to a numeric vector, as
shown in Table 1. Three nested loops are used in the proce-
dure to convert the dataset to a numeric vector. The first
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regulates the number of independent variables in the dataset,
the second the number of instances, and the third the num-
ber of subcategories under each attribute. The program
receives cleaned data as input and outputs numeric matrices
that may be fed to machine-learning algorithms. This is
demonstrated in Algorithm 1.

3.3. Apriori Algorithm. The Apriori algorithm is designed to
work on transactional databases and generates association
rules from frequent item sets [24]. It determines how
strongly or weakly two objects are connected using these
association rules. All possible association combinations
were formed for each large itemset, and those with calculated
confidence values greater than a predefined threshold were
output as the association rule. This can be summarized as
follows:

(i) To determine the minimum threshold values of sup-
port and confidence.

(ii) To find large item sets iteratively. The number of
occurrences of the largest item set must be greater
than or equal to the minimum support value deter-
mined at i.

(iii) To create the largest item set’s association rules that
meet the minimum support and confidence value.

The three steps outlined above are used to obtain the
frequent itemsets and generate association rules from the
dataset’s frequent itemsets.

3.4. Evaluation Metrics. Here are some evaluation metrics we
used to see how the proposed method performed with the
dataset used in this study, as stated in Sharma et al. [25] and
Li [26].

(1) Support: It is defined as the percentage of transactions
in the dataset that comprises the itemset. Support
calculates the frequency of association or how many
times a specific item appears in a dataset. A frequent
or large itemset obtains high support in the data. It
can be expressed in probability theory as follows: P
(A B) = several transactions containing both A and B
divided by the total number of transactions.

(2) Confidence: Confidence measures the strength of the
association’s rules. It is the ratio of transactions con-
taining all items from a specific frequent item set to
transactions containing all items from the subset. It
determines how frequently item B appears in a trans-
action that includes item A. Confidence expresses an
item’s conditional probability. Confidence =P (A | B).

(3) Accuracy (A): Accuracy measures how well the
model fits the training samples [27]. Formally, accu-
racy is defined as Equation (1) follows:

Number of correct prediction

A = . 1
MR = Total number of prediction (1)
(4) Precision (P) is defined as the percentage of correct

positive predictions to total positive predictions. It is
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List of categories
Began
for i in the range of zero to the total number of attributes

categories attribute;[counter,] = attribute;[counter
endif

endif
endfor
endfor
endfor
End

for counter, in the range of zero to the total number of instances in the dataset
for counter, in the range of zero to the total number of categories attribute;
if(attribute;[counter; ] is not found in subcategories attribute;)

if (attribute;[counter; ] = = subcategories attribute;[counter,])
attribute;[counter;] = index of the name of the category in subcategories attribute;

ArcoritHM 1: Conversion of each column of the dataset numeric.

sometimes referred to as positive predictive value.
Mathematically, it can be computed as defined in
Equation (2).

TP

—_—. 2
TP + FP @)

Precision =

(5) Recall (R): A recall represents the proportion of cor-
rectly categorized positive samples to total positive
samples. Specificity is defined similarly as the frac-
tion of correctly categorized negative samples com-
pared to total negative samples and computed as
shown in Equation (3).

TP

Recall = ——
TP + Fn

(3)

(6) Fl-score (F): The Fl-score combines a classifier’s pre-
cision and recall into a single metric by taking their
harmonic mean, and mathematically, it can be defined
as shown in Equation (4).

2PR
Fl-score = ——, (4)
P+R

where TP is true positives: when the actual and expected
classes of a data point are both one. TN is true negatives:
when a data point’s real and forecasted classes are zero. False
positives (FP) arise when a data point’s actual class is zero
and its predicted class is one. False negatives (FN) occur
when a data point’s real class is one, but its projected class
is zero [28].

4. Experiment

4.1. Association Rule. Before applying an Apriori algorithm
to our dataset to select the longest frequent item set coexist,

TaBLE 2: Predicate values that meet the minimum support
requirements.

Predicate name Value
Sex Male
Junior high school

Educational level

Vehicle driver relation Employee
Light condition Daylight
Weather condition Normal
Road surface type Asphalt
Vehicle movement Straight

Not a pedestrian
A vehicle with the vehicle
High severity (2)

Pedestrian movement
Type of collision
Accident severity

we must determine the appropriate minimum support and
confidence thresholds for the dataset. Determining a wrong
value of support and confidence leads to the failure of the
association rule to obtain the required rule [29]. The thresh-
old points significantly impact the frequent itemsets and the
association rule generated from those itemsets. A low value
results in the inclusion of too many items in the rule-
formation process. When an excessively high value is used,
fewer items are involved, resulting in much data loss. Based
on the algorithm described by Lee et al. [30], we adjust the
minimum levels of support and confidence used in this study
to 40% and 60%, respectively. Even though the dataset con-
tains 105 predicate values, only 10 of them meet the mini-
mum support we set for this study. Table 2 lists the 10
predicate values that satisfy the minimum support require-
ments and their predicate names.

To find the longest frequent itemset from the above pred-
icate values, the number of items in the itemset is increased
by one at each iteration, and every combination of predicate
values should be checked with minimum support. The fol-
lowing steps will use the combination of predicate values that
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TasLE 3: The number of items in the frequent itemset with the total number of rules at each iteration.

Iteration number

Number of items in the itemset

Number combination of items

1 Two
2 Three
3 Four
4 Five
5 Six

45 item combinations
33 item combinations
30 item combinations
11 item combinations
1 item combination

TasLE 4: Rules generated from the frequent itemset and their confidence.

Rules

Confidence (%)

(Gender: male) N (driver—vehicle relation: employee) N (weather condition: normal) N (pedestrian
movement: not a pedestrian) N (road surface type: asphalt) — (accident severity: high)
(Gender: male) N (driver—vehicle relation: employee) » (weather condition: normal) — (pedestrian
movement: not a pedestrian) " (road surface type: asphalt) N (accident severity: high)

(Gender: male) N (driver—vehicle relation: employee) N (weather condition: normal) N (pedestrian
movement: not a pedestrian) — (road surface type: asphalt) N (accident severity: high)

84.35

71.34

77.42

TasLE 5: Performance evaluation of the proposed model using several evaluation measures.

Learning model
Accuracy (A)

Precision (P)

Evaluation metrics

Recall (R) F1-score (F)

SVM 85%

86.6% 84%

85.28%

SVM, support vector machine.

meet the defined minimum support. Table 3 presents the
number of items in the frequent itemset and the number
of possible item combinations with a support value greater
than or equal to the threshold support value.

There is only one possible combination of predicate values
with six items, as shown in Table 3. The longest combinations
of road traffic accident factors are sex: male, driver—vehicle
relation: employee, weather condition: normal, pedestrian
movement: not a pedestrian, road surface type: asphalt, and
accident severity: high severity, with 42.21% support. The
following step is to generate rules from the aforementioned
factors by the defined confidence value. Table 4 shows rules
generated from the frequent itemset and their confidence
value.

Finally, we can conclude that an employed male driver
driving in normal weather conditions on an asphalt road and
not a pedestrian is the cause of the high-severity accident in
the Addis Ababa subcity. The correlation discovered in this
study backs up some of the findings of prior studies, such as
[10, 31]. This data-driven information shows that drivers,
pedestrians, property owners, and traffic officers in the study
area should be aware of the key risk variables that cause highly
severe traffic accidents to mitigate the accident. In addition,
when making decisions or policies in Ethiopia, the govern-
ment or any other organization should consider the associa-
tion of factors that lead to higher severity accidents.

4.2. Predictive Model. In addition to generating the most
frequently occurring factors in high-severity road traffic acci-
dents, we develop a road traffic accident severity level

predictive model. SVM was used to create the predictive
model. All experiments are conducted in a Windows 10
environment on a machine equipped with a Core i7 proces-
sor and 16 GB of RAM. The train—test split module is used to
assess the performance of the suggested learning algorithm.
It involves dividing the dataset into two subsets. The first
subset fits the model, whereas the second is fed into the
model after the prediction and comparison to the expected
value. There is no commonly accepted splitting ratio in
machine learning. However, the most commonly used divid-
ing ratio is train: 80%, test: 20% [32]. As a result, we used an
80/20 train—test split ratio throughout the studies. Eighty
percent of the dataset is used to train the model, while 20%
is used to test the learned model. The predictive model based
on SVM is built using the specified train—test splitting ratio.
Table 5 shows the performance of the proposed predictive
model in terms of accuracy, precision, recall, and F1-score.

The corresponding diagram (Figure 3) depicts the actual
and anticipated accident severity level using the selected
machine-learning model for the testing set. The diagram
shows that the actual accident severity level and severity
levels predicted by the proposed algorithm overlap fre-
quently. This means that for 85% of the 60 traffic accidents
instance testing dataset, the real and expected levels are the
same, while for the remaining 15%, the model’s predicted
level and the actual level diverge. The x-axis represents the
values of the testing instances, while the y-axis represents the
dependent (accident severity level).

We evaluate the proposed predictive model with the test-
ing dataset (20% of the dataset) in terms of predictive



Mathematical Problems in Engineering

200 -

175 4

150 -

125

100 -

Severity

0.75 4

0.50

0.25

0.00 4

o 4

10 20

— Predicted value
— Actual value

30 40 50 60
Instance

Fiure 3: Evaluation of the proposed model using 60 instances of data.

100

Detective accuracy and precision (%)

SVM

KNN

B Accuracy
M Precision

DT RF

FIGURE 4: Comparison of predictive accuracy between SVM, KNN, DT, and RF.

accuracy. The developed model had a predictive accuracy
of 85%. This implies that this model can make it easier for
judges and traffic cops to determine the severity level of a
traffic accident by observing the factors in that specific
road traffic accident. To demonstrate that the proposed
model is suitable for the severity level prediction task.
We compared its accuracy to other state-of-the-art predic-
tive models like KNN, DT, and RF. The hyperparameters
of this predictive model are adjusted using a grid-
searching strategy. Figure 4 shows the predictive accuracy
of these selected models.

As shown in Figure 4, the proposed predictive model
(using SVM) outperforms the other models regarding pre-
dictive accuracy and precision. We evaluated the proposed

predictive model to those learning methods in terms of pre-
cision, recall, and F1-score, in addition to detection accuracy.
Table 6 compares the experimental results with different
models.

SVM exceeds KNN, DT, and RF classifiers in terms of
detection accuracy, precision, recall, and Fl-score, as dem-
onstrated in Table 6. The results show that SVM outper-
formed other models by 2% of the remaining best (RF)
and 7% in precision over the one that produced the best
among the others, RF. This is due to the fact that (i) there
is a distinct line between classes and (ii) this study’s dataset is
high dimensional and memory efficient. The study did not
test deep learning models to predict accident severity levels
from factors because the dataset was insufficient.
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TaBLE 6: A comparison of the model’s performance in terms of various quality metrics.

Learning models

Evaluation metrics

Accuracy (%) Precision (%) Recall (%) Fl-score (%)
KNN 82 72.73 82 77
DT 71.8 72.6 71.7 72.14
RF 83 73.15 83 77.76
SVM 85 86.6 84 85.28

DT, decision tree; KNN, K-nearest neighbors; RF, random forest; SVM, support vector machine.

5. Conclusion

Road traffic accidents are a worldwide problem that affects
every country. The situation is significantly worse in devel-
oping and low-income countries like Ethiopia. The main goal
of this study is to investigate traffic accidents to determine
the major factors contributing to high-severity accidents.
The Apriori algorithm is applied to data collected from the
Addis Ababa subcity in Ethiopia. We discovered hidden pat-
terns by mining association rules with the Apriori algorithm,
and we discovered attribute relationships by extracting rules.
Following data analysis, we identified male drivers employed
and driving on asphalt road surfaces under normal condi-
tions, causing high-severity accidents with no pedestrians. In
addition to this result, the severity level predictive model
based on the recorded factors yields an acceptable result.
The findings of this research can be used as one module
for traffic accident management solutions. The outcome
helps judges and traffic officers in determining the severity
degree of a traffic accident by observing the circumstances
involved in that specific road traffic accident and deciding
the sort of punishment associated with that violation. Future
research will investigate rural areas with animals involved.
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