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Tis paper integrates the classical resource-constrained project scheduling problem with step deterioration and accordingly
presents a solution-based tabu search (SB-TS) algorithm to solve it with challenging computations. First, we choose successor list
size as the priority rule to generate the initial solution of the presented methods. Next, the corresponding solution decoding and
calculation ways are defned to update the related confguration at each iteration. Compared with the state-of-the-art methods, in
terms of the known datasets, the proposed SB-TS fnds the optimal solution for each instance in J30 and shows strongly
competitive performance in J60, J90, and J120. Ten, on newly generated datasets, where the step deterioration is attached to, the
comparison experimental data state that the SB-TS with high-quality solution is superior to the move-based tabu search (MB-TS)
algorithm. In addition, two key components are investigated to emphasize their attributions to the proposed algorithm.

1. Introduction

In the feld of scheduling, resource-constrained project
scheduling problem (RCPSP) is undoubtedly one of the focal
points and received growing attention for several decades.
Te classical RCPSP, which is proved to be NP-hard [1],
takes account of precedence constraints as well as limited
resource.Te RCPSP can be described as follows: n tasks and
r renewable resources are given. Te amount of resource
Rk, k � 1, . . . , r is a constant at any time. To fnish the task
i � 1, . . . , n, a fxed amount of rik units of resource k will be
occupied and a constant period of time di should be con-
sumed. In addition, precedence relationships are regulated
between tasks. Finally, the goal is to decide the starting time
τi of task i � 1, . . . , n in such a way that the maximum
completion time Fmax � maxFi, i � 1, . . . , n, where Fi � τi +

di represents the fnishing time of task i, is minimized. At the

same time, the resource demand cannot exceed its avail-
ability for any resource and the task precedence relationships
must be fulflled. Meanwhile, the task duration of the RCPSP
is assumed to be fxed.

To this day, it seems that the best exact methods can only
solve instances including at most 60 tasks where the tasks are
not highly resource-constrained. But in realistic industry,
the projects usually exceed this size and solutions must be
quickly decided. For this purpose, most of the researchers
have focused on heuristics for providing the best confgu-
ration in consideration of accuracy and computation speed.

Besides, difering from the fxed duration time of tra-
ditional RCPSP, there are various scheduling models where
the processing times of tasks are time-dependent [2].
Scheduling with deteriorating efects is introduced by
Browne and Yechiali [3], where the task duration is a linear
non-decreasing function of its starting time. Over past
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several decades, scheduling with deterioration emerges in all
walks of life, including steel manufacturing, medical, or
construction industry, where any task with delay will involve
the imposition of an additional time on its duration. For
example, the worker usually is allowed to have a break at
some specifc time periods in many organizations. In this
case, if a task has a later start, the extra waiting time should
be attached to its processing time accordingly. In this sit-
uation, the task duration time is a step function of its starting
time, which we called step deterioration.

Regretfully, to the best of our knowledge, no other lit-
erature was reported till date where focus was on the RCPSP
with deterioration efects. However, the RCPSP-SD can be
seen everywhere. Given a practical example, a furniture
industry with multi-skilled workers can accept diferent
orders of abundant customers and decide the production
schedule with the existing resources, such as carpenters.
Unfortunately, the carpenter may lower his speed gradually
due to fatigue. Hence, the later an order is processed, the
longer the time it needs to fnish. Te deteriorating efect
exists in the RCPSP universally. When tasks are processed
before the fatigue threshold of workers, a basic processing
time is consumed. Once tasks are delayed beyond the given
threshold, a longer duration is needed to compensate em-
ployee’s exhaustion.

In this paper, we study the RCPSP with step de-
terioration (RCPSP-SD). What diferentiates the RCPSP-SD
studied in this paper from the RCPSP is the duration time.
Te former is a step function of starting time and the latter is
a preset constant. Due to the NP-hard nature of RCPSP, the
mathematical model of RCPSP-SD taking account of the
duration deterioration is intractable undoubtedly to solve its
optimal confguration. Hence, we propose a novel solution-
based tabu search algorithm. Te remaining of this paper is
structured as follows. Firstly, we review the related research
around the topic in the next section. Ten, compact nota-
tions and formulation of RCPSP-SD are introduced in
Section 3. In Section 4, the solution-based tabu search (SB-
TS) algorithm is described. Next, the assessment of proposed
algorithm and computational results are given in Section 5.
After that, we investigate the role of several ingredients of
SB-TS. In the last section, conclusions and research per-
spectives are provided.

2. Literature Review

Tis section reviews the meaningful research and methods
about the RCPSP as well as the scheduling problem with
deterioration, respectively. In the frst subsection (Section
2.1), we present the related research about the classical
RCPSP, which set the task duration time as a constant. In the
second subsection (Section 2.2), a number of representative
studies about deterioration efect are listed.

2.1. Te Related Literature about Classical RCPSP. Te re-
search about the variants and extension of the classical
RCPSP, accompanying with its NP-hard nature in strong
sense [1], was summarized in [4, 5]. In [6], the authors

proposed Start/End andOn/OfMILP formulations based on
the concept of event for the classical RCPSP and compared
their formulations with three other MILP formulations
issued from the literature. Te results tell that no MILP
formulation dominates the others in terms of exact solving.
Te authors of [7] updated their results of the RCPSP
benchmark instances with a new version of the branch-and-
bound (B&B) procedure, which is demonstrated to be
competitive and efective in [8]. Besides the classical RCPSP,
to solve the chance-constrained RCPSP and RCPSP with
non-renewable resources, B&B algorithms and MILP for-
mulations also were introduced [9, 10].

Apart from above exact methodologies, metaheuristics
still play a signifcantly important role for solving large-size
RCPSP, and its summary can be seen in [11]. Zamani [12]
introduced a method which includes a part of implicit
enumeration as well as a genetic algorithm, conducted ex-
periments on 2040 benchmark instances, and achieved
a promising result. He et al. [13] proposed a heuristic al-
gorithm on the foundation of the flter-and-fan (F&F)
procedure, a search methodology including neighborhoods
more than one and a procedure to switch neighborhoods, to
shed light on the classical RCPSP. Bukata et al. [14, 15]
presented a parallel tabu search, where each tabu search
algorithm carries out together and communicates with
others simultaneously, and acquired properly well results in
terms of both solving velocities and solution qualities.

All preceding methodologies were proposed to solve the
RCPSP which set the duration of all tasks as a constant.
However, in a large amount of project scheduling cases, this
premise will not be satisfed. Next, we will have an in-
troduction of the research about scheduling with
deterioration.

2.2. Te Research of Scheduling with Deterioration.
Various actual situations will not consider the duration of
scheduled tasks as a fxed parameter but a variable
depending on their beginning time [16, 17], which is called
deterioration efect. Empirical research based on industries
demonstrates that deterioration efect plays an important
role in scheduling systems.

Liu et al. [18] considered a single-machine scheduling
problem with deteriorating jobs and convex resource allo-
cation and concluded that the problem is polynomially
solvable in O(nlogn) time, where n is the number of jobs.
Wang and Liang [19] presented a heuristic algorithm and
a branch-and-bound algorithm for a single-machine group
scheduling problem with deteriorating jobs and resource
allocation. Gawiejnowicz and Kolinska [20] considered open
shop scheduling problems with fxed or proportionally
deteriorating operating processing times. Wu et al. [21]
focused on the two-stage three-machine problem with linear
deterioration. To seek for optimal schedules, they proposed
simulated annealing, diferential evolution, and cloud
theory-based simulated annealing algorithm. Wang et al.
considered a single-machine scheduling problem with
simple linear deterioration where the duration of a task is
a simple linear function of its beginning time and proved
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that some specifed problems can be solved in polynomial
time [22, 23]. Yang and Lu proposed approximation algo-
rithms for the general position-dependent scheduling
problems in [24]. Step deterioration efect was frstly dis-
cussed in [25] where the tasks have duration penalties for
beginning after the due dates, and the authors provided
a switching algorithm. Next, Mosheiov [26] extended this
problem to settings of multi-machine and multi-step de-
terioration and introduced several heuristics. Miao and
Zhang [27] solved the related scheduling problem consid-
ering parallel-machine scheduling and step deterioration
simultaneously. Here, they presented a fully polynomial time
approximation scheme for the case where the number of
machines is a constant and jobs have anti-agreeable pa-
rameters. Meanwhile, they also demonstrated that the
single-machine scheduling is NP-hard in the strong sense if
jobs have distinct release dates and distinct
deteriorating dates.

Moreover, abundant solution methodologies are
designed to solve the intractable scheduling problems with
diferent deterioration efects, such as variable neighborhood
search (VNS) [28, 29], B&B algorithm [30, 31], memetic
algorithm [32, 33], tabu search algorithm [34, 35], difer-
ential evolution algorithm [36, 37], learning algorithm
[38–40], and so forth.

From the point of view of above review of scheduling
with deterioration, the literature focus on RCPSP is zero.

3. Notations and Formulation of RCPSP-SD

To formulate considered RCPSP-SD as clearly as possible,
the corresponding notations and descriptions are illumi-
nated as follows. Given a set N � 1, 2, . . . , n{ }, it includes all
specifc tasks of whole project. Besides, task 0 is regarded as
a dummy begin task while task n + 1 is a dummy fnish task,
and their duration is zero. Te duration di of each task i ∈ N

is decided collaboratively by its starting time τi, deteriorating
threshold hi, and its basic processing time bi, as shown in
equation (1). If the beginning time is earlier than its due date:
τi ≤ hi, the duration of task i only requires a basic processing
time bi. Otherwise, as a punishment, extra processing time ei

is attached to its duration. To fulfll the whole project, a set R
of renewable resource types should be provided and the
capacity Ck of resource k ∈ R limits the sum of resource k
which can be used in the project. Each task i will pin rik units
of resource type k on its progress. Besides, we defned a set E
to incorporate all task pairs (i, j), i, j ∈ N where precedence
relationship exists between task i and j. In other words, the
pair (i, j) ∈ E implies that task j cannot start until task i is
completed.

Next, a 0-1 mixed integer programming model of the
RCPSP-SD with the goal of minimizing makespan will be
formulated. Before that, the binary variables xij, which
receive value 1 if task i is prior to task j and zero oth-
erwise, and the variables nijk, which represent the
number of resource k delivered from task i to task j, are
defned.

Minimize τn+1, (1)

subject to

di �
bi, τi ≤ hi

bi + ei, τi > hi

􏼨 ∀i ∈ N, (2)

xij � 1, ∀(i, j) ∈ E, (3)

xij + xji ≤ 1∀i, j ∈ N, i≠ j, (4)

n0ik ≤ rikx0i∀i ∈ N,∀k ∈ R, (5)

nj(n+1)k ≤ rjkxj(n+1)∀j ∈ N, ∀k ∈ R, (6)

nijk ≤Zminxij∀i, j ∈ N, i≠ j,∀k ∈ R, (7)

􏽘
i∈N

n0ik � Ck∀k ∈ R, (8)

􏽘
i∈N

ni(n+1)k � Ck∀k ∈ R, (9)

􏽘
i∈N

nijk � rjk∀i, j ∈ N,∀k ∈ R, (10)

􏽘
i∈N

njik � rjk∀i, j ∈ N,∀k ∈ R, (11)

τi + di − M 1 − xij􏼐 􏼑≤ τj∀i, j ∈ N, i≠ j, (12)

τi ≥ 0, nijk ≥ 0, xij ∈ 0, 1{ }∀i, j ∈ N,∀k ∈ R. (13)

In the above model, formula (1) indicates the completion
time of whole project. Te set of equation (2) defnes the
duration of tasks. Te set of equation (3) tells that the
precedence constraints among tasks must be complied with.
Te set of inequality (4) is refection of natural logic in the
practical operations. Te set of inequalities (5) and (6)
denotes that all resources are passed from task 0 and
gathered into task n + 1 fnally. Te set of constraint (7) is
used to ensure that the resource fow between any pair of
tasks (i, j) will not exceed Zmin, where Zmin � min rik, rjk􏽮 􏽯.
Te set of equations (8) and (9) restricts that, in the project,
the capacity of any resource is fxed.Te set of equations (10)
and (11) assumes that resources will be allocated as needed
and any task i ∈ N will not keep any resource when it was
completed. Te set of inequality (12) is the big-M formu-
lation to guarantee no violation to the relationship between
sequencing variable (xij) and the starting time variables (τi,
τj).Te set of constraint (13) refers to the regular domains of
defned variables.

4. Solution-Based Tabu Search

Carlton and Barnes [41] presented a tabu search algorithm
with a two-level tour hashing scheme to solve the traveling
salesman problem with time windows, which outperformed
the traditional attribute-based tabu search. Wang et al. [42]
designed a solution-based tabu search algorithm and
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a memetic algorithm, which is similar to genetic algorithm,
and the tabu search algorithm discovered better solutions for
179 (71.6%) out of 250 instances while the memetic algo-
rithm found better solutions for 157 (62.8%) instances. In
[42], the efectiveness of solution-based tabu search is
demonstrated for solving certain kinds of binary optimi-
zation problems.

In this section, our solution-based tabu search (SB-TS)
algorithm as well as its supporting procedures is detailed in
the following subsections.

4.1.Method Framework. Te proposed SB-TS algorithm will
be elaborated by the following pseudocode as shown in
Algorithm 1. In our SB-TS, we employ three hash vectors
H1, H2, H3 as tabu list with length L to record the tabu status
of solution, and the tabu status of any solution is codeter-
imined by three hash functions h1, h2, h3 [43].

Firstly, the SB-TS algorithm initializes a solution s0
according to preset rules (line 1) as well as the hash vectors
(lines 4-5) which are utilized to manage the tabu status of
neighborhood solutions and defne the evaluation function f
(line 2) whose objective value is equal to the solution
completion time. Next, initial solution s0 is assigned to
current solution s′ and the best solution found so far is
reported (lines 7-8). Ten, the algorithm enters into a while
loop which is made up the core part of the SB-TS (lines
10–20). Te while loop iterates repeatedly until the pre-
determined stopping criteria are met. Tat is to say, the

maximum number between two iterations without im-
provement is equal to the depth of tabu search α. On each
run of the while loop, a candidate list CL composed of
promising neighborhood solutions is constructed (Section
4.4) and a best non-tabu confguration sl is selected to re-
place the current solution s′. Obviously, the eligible sl must
respect H1(h1(s′))&H2(h2(s′))&H3(h3(s′)) �� 0 (Section
4.5). Naturally, three tabu lists/hash vectors are updated
accordingly (line 17). At the end of procedure, the runtime t
of whole procedure and the best confguration sb of problem
instance will be returned when the SB-TS terminates.

4.2. Solution Expression and Calculation. With reference to
the set of tasks N, the set of resource R, the strict corre-
spondences between resources and tasks (T-C-R), the pre-
cedence relationships among tasks (T-PR-T), and the
capacity limitation of each resource (CL-R), in this paper, we
employ a vector s � T1, T2, . . . Ti, . . . , Tn􏼈 􏼉 to present
a confguration of the project, where Ti, i ∈ N corresponds
to task i. s, whose sequential order refects the task priority to
compete for resources, and the innate T-C-R, T-PR-T, and
CL-R of the RCPSP-SD instances determine the starting
time of each task collectively. Te detailed computational
procedure is shown in Algorithm 2. It is worthy to note that
the task duration time d is a step function of starting time
which has been defned in Section 3 during the calculation
process. Finally, the procedure returns maximum task fn-
ishing time as the objective value of solution s.

Input: Problem instance I, the depth of tabu search α, three hash vectors H1, H2, H3 and corresponding hash functions h1, h2, h3,
the length of tabu list L

Output: Te best confguration sb

(1) Create an initial solution s0/∗ referring to Section 4.3
(2) Defne the completion time function f/∗ referring to Section 4.2
(3) begin
(4) for i � 0: L − 1 do
(5) H1[i]⟵ 0, H2[i]⟵ 0, H3[i]⟵ 0;/∗ Initialization of three tabu lists/hash vectors
(6) end
(7) s′⟵ s0/∗s′⟵ current solution for local search
(8) sb⟵ s′

(9) Nonimp⟵ 0/∗ Nonimp counts the consecutive iterations where sb is not improved
(10) while Nonimp≤ α do
(11) Execute neighborhood search procedure on current solution s′ to seek for the candidate listl CL, the set of promising

neighborhood solutions/∗ referring to Section 4.4∗/
(12) Select a non-tabu confguration sl with shortest makespan from CL/∗ the calculation of tabu status referring to Section 4.5∗/
(13) s′⟵ sl

(14) if f(sb̂>f(s′)) then
(15) sb⟵ s′

(16) Nonimp⟵ 0
(17) end
(18) H1[h1(s′)]⟵ 1, H2[h2(s′)]⟵ 1, H3[h3(s′)]⟵ 1/∗update three tabu lists/hash vectors
(19) Nonimp⟵Nonimp + 1
(20) end
(21) t⟵ time()/∗ capture the runtime of whole procedure
(22) return {sb, t}
(23) end

ALGORITHM 1: Main sketch of the proposed SB-TS algorithm for the RCPSP-SD.
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4.3. Initialization of Solution. For the sake of the charac-
teristics of benchmark instances [44], our SB-TS algorithm
begins with an initial solution s0 constructed in the
descending order of successor list size (SLS). In addition, in
this section, we establish a task list (TL) which determines
the priority to compete for resources and introduce other
four diferent priority rules to construct TL.

Each rule consists of its corresponding sorting criteria to
sort tasks, and all priority rules share a common time breaker
which imposes the task with smaller index to be situated
frst. Tree additional defned priority rules are given as
follows.

Priority Rule 1. Sort tasks in the ascending order
of index.
Priority Rule 2. Sort tasks in the ascending order of
deteriorating threshold (h).
Priority Rule 3. Sort tasks in the descending order of the
extra penalty time (e).

An example for illuminating the instances and solution
expression is given in Figure 1. To calculate the makespan of
s � 3, 2, 1, 5, 4, 7, 6, 8{ } while guaranteeing the legality of
confguration, all internal restraint relationships of T-C-R,
T-PR-T, and CL-R in Figure 1 cannot be violated. For ex-
ample, at time 0, only tasks 1, 2, and 4 can be assigned
resources to, complying with the order {2, 1, 4} implied by s.

4.4. Local Search. In this paper, we design a local refnement
procedure on the basis of tabu search which has a good
performance in solving RCPSP. Tis section introduces the
local search phase, a core part, of our SB-TS algorithm. Its
function lies in fnding high-quality local optima through
exploring the search space. As for neighborhood used in SB-

TS, it is defned by the most common swap operator Swap()

in combinatorial optimization [34]. Given a confguration
s � . . . , i, . . . , j . . .􏼈 􏼉, the Swap(i, j) operator exchanges the
positions of task i and task j and delivers a neighborhood
solution of s which is recorded as s⊗ Swap(i, j).

Input: a solution s, the duration function of task d, T-C-R, T-PR-T and CL-R of problem instance I
Output: Te completion time function value f(s)

(1) begin
(2) Currenttime⟵ 0; AT⟵∅
(3) for i � 0: L − 1 do
(4) Decide whether task s(i) can be handled at Currenttime based on the consideration of only T-PR-T, irrespective of the

constraints of T-C-R and CL-R. If yes, add task s(i) to AT, AT⟵ (AT, s(i))

(5) end
(6) Waitlist⟵N\AT

(7) whileWaitlist≠∅ do
(8) Assign resources to tasks ∈AT in accordance with the order of s and T-C-R while guaranteeing the feasibility of CL-R at the

same time
(9) Update the starting time (⟵Currenttime) and fnishing time (⟵Currenttime + d) of corresponding tasks which have

been assigned resources to
(10) Find the task with the earliest fnishing time Nexttime which is later than Currenttime
(11) Release all resources occupied by tasks which are completed from Currenttime to Nexttime, and delete them from AT

(12) Currenttime⟵Nexttime
(13) Add all tasks which can be handled at Currenttime to AT and delete them from Waitlist
(14) end
(15) return the latest fnishing time of tasks as f(s)

(16) end

ALGORITHM 2: Te computational procedure of the solution completion time.

s:

Figure 1: An example for illuminating the instances and the
solution expression, where the size of N is 8 (n� 8) and the size of
R is 4.
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Given an incumbent solution s′, the possible neigh-
borhood delivered by Swap() consisted of all solutions
which can be available by applying Swap() to s′. Here,
a candidate list CL is generated to store a set of high-quality
neighbor solutions that are far less than the whole neigh-
borhood (line 11 of Algorithm 1). After that, the SB-TS
algorithm traverses the CL and selects the best non-tabu
solution sl to replace the incumbent solution s′ (line 12 and
13 of Algorithm 1). As for the tabu status of any solution, all
solutions which have not been visited are non-tabu and the
visited solutions are labelled as tabu, in principle. Te details
about the tabu list management are expanded in Section 4.5.
Next, above process with updated s′ is repeated again and
again till the best solution sb has not improved for α con-
secutive iterations.

4.5. Tabu List Management. In our proposed SB-TS algo-
rithm, tabu search is picked to explore the neighborhood. Tabu
list management, which determines the tabu status of neigh-
bors, is a key part for the tabu search and afects directly the
search. In this paper, the solution-based tabu strategy which is
based on three hash vectors H1, H2, H3 as well as their as-
sociated hash functions h1, h2, h3 is adopted. Each hash vector,
which also can be called tabu list, is a L-dimensional vector and
each element in Hk, k � 1, 2, 3, takes the value of zero or one.
As for the hash functions hk, k � 1, 2, 3, they are employed to
map neighborhood solutions to the indices of Hk, k � 1, 2, 3,

i.e., hk: s⟶ 0, 1, 2, . . . ,{ L − 1}.
Following previous research [42, 45], we employ our

hash functions hk, k � 1, 2, 3 associated to
s � T1, T2, . . . TN􏼈 􏼉 as follows:

hk(s) � 􏽘
n

i�1
⌊iξk⌋ × Ti

⎛⎝ ⎞⎠ mod L, (14)

where ξk, k � 1, 2, 3 are factors used to defne hash functions
and L is set to 107 empirically.

In the SB-TS algorithm, the tabu status of a candidate
confguration is computed by the following rule on the basis
of above hash vectors/tabu lists and hash functions. To begin
with, all elements in Hk, k � 1, 2, 3 are set to zero (lines 4–6
of Algorithm 1). Next, the values are updated accordingly
during the search process, as depicted in line 18 of
Algorithm 1.

Accompanying with above hash vectors/tabu lists and
hash functions, given a current solution s′, its tabu status can
be easily calculated. s′ is regarded as tabu if three values of
hash vectors/tabu lists H1(h1(s′)), H2(h2(s′)), H3(h3(s′))

all take value of 1. If not, s′ has not been visited and its status
is non-tabu. In a nutshell, solution s′ is abandoned for
further consideration, if and only if the equation
H1(h1(s′))&H2(h2(s′))&H3(h3(s′)) ��1 is met.

5. Experiments and Comparisons

Tis section plans to evaluate the performance of the pre-
sented SB-TS algorithm through extensive contrast exper-
iments with current leading methods. Due to the novelty of

RCPSP-SD, we frstly examine the SB-TS on PSPLIB
benchmark instances [44] which are considered a set of
instances for classical RCPSP without deterioration efects.
Ten, the instances with 30 non-dummy tasks are modifed
to suit RCPSP-SD.

5.1. Parameter Settings and Experiment Protocol. Table 1
provides the settings of the parameters used in SB-TS al-
gorithm. On the basis of preliminary experiments and
discussion in Section 6.2, iteration depth α is set to 500, and
the factors ξ1, ξ2, ξ3 used in hash functions h1, h2, h3 take the
values of 1.8, 1.9, and 2.0, respectively.

Our SB-TS algorithm and other contrast methods were
implemented in MATLAB R2017b. All experiments pre-
sented next were executed on a personal computer with an
Intel Core i5 processor (1.4GHz CPU and 2GB RAM),
running the macOS system.

5.2. Overall Results of PSPLIB Instances. Te frst experi-
mental group evaluates the performance of the SB-TS al-
gorithm on the PSPLIB instances, where the J30, J60, and J90
datasets all include 480 instances and J120 dataset has 600
problems. In our work, to assess the SB-TS fully and
comprehensively, some recent methodologies in the litera-
ture are adopted, including the memetic algorithm (MA)
[46], PSO-based hyper-heuristic (PSO-HH) algorithm [47],
consolidated optimization algorithm (COA) [48], and the
decomposition-based genetic algorithm (DBGA) [49].

Te experimental results are reported in Tables 2 and 3
for the PSPLIB instances. Table 2 records the results of the
SB-TS as well as some state-of-the-art algorithms, and Ta-
ble 3 reports the number of instances which can obtain the
optimal schedule by SB-TS. To evaluate the efciency of SB-
TS, the average relative percentage deviation from the best-
known schedules (upper bound) Devu and the deviation
from lower bound Devl delivered by critical path are
adopted.

For PSPLIB instances, the deviation from upper bound
and lower bound can be computed as

Devu(%) �
􏽐

num
p�1 fbest,p − fub,p/fub,p × 100􏽨 􏽩

num
,

Devl(%) �
􏽐

num
p�1 fbest,p − flb,p/flb,p × 100􏽨 􏽩

num
,

(15)

where num denotes the number of the instances in J30, J60,
J90, and J120 datasets and for any instance p, fbest,p is the
best one obtained by SB-TS over 20 independent replica-
tions, fub,p is the known upper bound (UB), and flb,p is the
lower bound (LB) value. Te UB and LB values are available
in [50].

Table 2 compares SB-TS with the state-of-the-art
methods in the literature in terms of ARPD. It tells that our
algorithm not only fnds all optimal schedules for J30 dataset
but also has Devu and Devl both far smaller than other
algorithms for J60, J90, and J120. Table 3 counts the total
number of instances where its upper bound equals lower
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bound and shows the amount of instances where SB-TS
achieves optimal.

Tables 2 and 3 demonstrate that the outcomes from our
SB-TS are noteworthy compared to the excellent results in
the literature. For J30 dataset, SB-TS fnds the optimal so-
lution for each instance and shows strongly competitive
performance for solving J60, J90, and J120 datasets.

5.3. Computational Results of RCPSP-SD Instances. Te
previous experiments and comparisons based on
PSPLIB benchmark instances in Section 5.2 demonstrate
the advantages of SB-TS with respect to the relative
issues of RCPSP. Next, the SB-TS is used to solve the
RCPSP-SD.

Before beginning, the problem instances should be
generated to evaluate the performance of SB-TS. Here, J30
and J60 datasets are picked. To ft with the characteristics
of RCPSP-SD, datasets should be modifed slightly. To
meet with the step deterioration precisely, the detailed
modifcations are presented below. First, the deterioration
threshold hi for any task i is equal to bi multiplied by
a factor β, which randomly is generated from the interval
(0, 10]. As for the other parameter ei, the extra punish-
ment is created by delay, and it is drawn from the uniform
distribution (0, 20].

For the novelty of RCPSP-SD, comparative data and
methods are not available in the literature. Here, we establish
the traditional move-based tabu search (MB-TS) [34], with
same swap neighborhood structure, as a contrast to carry out
the tests on modifed J30 and J60 datasets.

For the simplicity of detecting the performance of SB-TS
and MB-TS, same as Section 5.2, an average relative per-
centage deviation (ARPD) is defned by

ARPD(%) �
􏽐

num
p�1 zp − zbest,p/zbest,p × 100􏽨 􏽩

num
, (16)

where zp represents the fnal result obtained by the current
algorithm and zbest,p equals the best of two algorithms, for
any problem instance p.

Table 4 sums up the results of the SB-TS as well asMB-TS
for solving the modifed J30 and J60 datasets. Columns 2 and
4 record the ARPD (%) of SB-TS and MB-TS, respectively.
As for columns 3 and 5, Timeavg(s) records how many
seconds it takes on average while the corresponding pro-
cedure solves the problem instances of modifed J30 and J60
separately. Besides, at the end of Table 4, we count the
number of instances where SB-TS performs better than
MB-TS (#better), the amount where the solutions derived
from two methods have same objective value (#equal), and
the quantity where SB-TS performs worse (#worse). At the
end of Table 4, the amount of problem instances in J30 and
J60 is given (#total). As depicted in Table 4, the ARPDs (%)
derived form SB-TS equal 0.23% and 0.48% while the values
of MB-TS are 0.56% and 0.53% for J30 and J60 datasets. In
addition, SB-TS obtains better solutions for 51 out of 480
instances on J30 dataset and 73 out of 480 instances on J60
(51(J30) + 73(J60)). As for MB-TS, it performs better in 28
instances of J30 and 63 instances of J60 (28(J30) + 63(J60)).
In addition, for J30 and J60 datasets, two methods achieve
same objective values for 401 and 344 instances
(401(J30) + 344(J60)), respectively. As for their runtime,
MB-TS takes advantage over SB-TS especially for J60 dataset.

Te experimental data in Table 4 state that SB-TS has
advantages over classical MB-TS to solve the RCPSP-SD in
terms of the solution quality. For J30 dataset, MB-TS has
a slight advantage with respect to the runtime while for J60
dataset, it shows an obvious gap.

6. Analysis and Discussion

In this section, we study and analyze two essential in-
gredients of the SB-TS to shed light on its performance. One
is the selected priority rule to establish the initial solution
and the other is the efectiveness of hash vectors as well as
hash functions.

6.1. InfuenceofDiferentPriorityRules. Tepresented SB-TS
constructs s0 in an ascending order of index. Besides, as
shown in Section 4.3, three priority rules, priority rule 1,
priority rule 2, and priority rule 3, are defned. Accordingly,
the corresponding algorithms are nominated SB-TS1, SB-
TS2, and SB-TS3, respectively. Ten, two groups of exper-
iments are done. One is carried out on the J30 and J60

Table 2: Experimental results and comparisons in terms of average
relative percentage deviation (ARPD) on the PSPLIB instances.

Methods
J30 J60 J90 J120

Devu Devl Devu Devl Devu Devl Devu Devl

SB-TS 0.00 0.00 3.03 3.69 3.22 4.30 7.79 11.10
MA [46] 0.00 0.00 8.67 10.55 7.31 9.94 23.84 31.12
DBGA
[49] 0.01 0.01 8.79 10.71 7.62 9.90 22.43 31.81

COA [48] 0.00 0.00 8.70 10.58 — — — 31.22
POS-HH
[47] 0.01 0.01 8.87 10.68 — — — 31.23

Table 3:Te number of instances where SB-TS can achieve optimal
schedule on J30, J60, J90, and J120 datasets.

Datasets Te total number
of known instances

Te number of
instances where the
schedule obtained

J30 480 480
J60 402 319
J90 375 226
J120 290 48

Table 1: Settings of parameters in SB-TS algorithm.

Parameters Description Values
α Iteration depth of SB-TS 500
ξ1 Factor employed in the hash function h1 1.8
ξ2 Factor employed in the hash function h2 1.9
ξ3 Factor employed in the hash function h3 2.0
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datasets of RCPSP. Te other is based on the modifed J30
and J60 of RCPSP-SD.

Tables 5 and 6 record the computational results of four
algorithms based on diferent priority rules. Except for priority
rule 1, priority rule 2 and priority rule 3 both sort tasks
according to some characteristics defned by deterioration
efect. As a result, in terms of the J30 and J60 datasets without
deterioration, SB-T S2 and SB-T S3 are not applicable and
accordingly computational results will not be recorded.

Te results of Table 5 mainly compare priority rule 1 with
the current rule of SB-T S.Te data show that our SB-T S has
a slight edge over SB-T S1 to solve J30 as well as J60 datasets.
Besides, in terms of the results of J60 dataset, two methods
outperform the state-of-the-art algorithms in Table 2, which
to some extent demonstrates the advantages of our SB-TS
framework.

Table 6 records the ARPD (defned in Section 5.3) of
four methods to solve the modifed J30 and modifed J60
datasets. In addition, the row #best of Table 6 indicates the
number of instances where priority rule obtained the best
results, including the instances where two or more al-
gorithms achieve same optimal results. Te experimental
data of Table 6 demonstrate that sorting the tasks in
descending order of successor list size to construct the
initial solution is efcient and plays a signifcant role in
our SB-TS algorithm.

6.2. Efectiveness of Hash Vectors and Hash Functions. As
depicted in Section 5.1, the tabu list management in this
paper involves two important parts, the length of hash vector
L and the factor ξk, k � 1, 2, 3 employed in hash functions
hk, k � 1, 2, 3. To investigate the infuence of L and ξk, k �

1, 2, 3 on the performance of SB-TS, two extra groups of
experiments are carried out on J30 and J60 datasets of
RCPSP.

Te length of hash vector L is set as L � 1 × 107 in SB-T
S. In the frst experimental group, to show the efec-
tiveness of L, we establish three variants SB-T S4, SB-T S5,
and SB-T S6, generated by disabling H1, H2, and H3 of SB-
T S, respectively, while other parts of SB-TS are kept
unchanged. Besides, two additional variants SB-TS7 and
SB-T S8 are created by setting the length of hash vectors as
L � 1 × 107 and L � 1 × 108, respectively. Te fnal results
of SB-T S4, SB-T S5, SB-T S6, SB-T S7, and SB-T S8 to solve
modifed J30 and J60 datasets of RCPSP-SD are reported
in Table 7.

Columns 2–4 of Table 7 tell that in terms of the
ARPD(%), SB-TS, in the current experimental environment,
performs very similar to two or three hash vectors when
solving the modifed J30 and J60 datasets. Similarly, through
the investigation of results of SB-TS, SB-T S7, and SB-T S8, it
is not hard to conclude that SB-T S is not sensitive to the
value of L. However, theoretically, the more the hash vectors
are provided, the less the possible collisions happen. At the
same time, it has a signifcant reduction in run time. On the
basis of that, our SB-T S algorithm employs three hash
vectors and sets the length of hash vectors as L � 1 × 107.

In the second experimental group, we focus on the factor
ξk, k � 1, 2, 3 involved in hash functions hk, k � 1, 2, 3. To
expound the impact of ξk on the performance of the SB-TS, 6
parameter combinations (ξ1, ξ2, ξ3) are selected, including
(1.9, 2.0, 2.1), (1.8, 1.9, 2.0), (1.5, 1.6, 1.7), (1.4, 1.5, 1.6), (1.3,
1.4, 1.5), and (1.1, 1.2, 1.3). Table 8 records the related
computational results where we compute the ARPD(%) for
each parameter combination and each dataset, respectively.
Besides, the row “#best” represents the number of instances
where the specifc parameter combination derives a schedule
better than all other combinations in terms of the objective
value and “#equal” means the quantity of instances where 6
combinations have same performances. A noteworthy thing

Table 4: Computational results of SB-TS and MB-TS on modifed J30 and J60 datasets.

Datasets
SB-TS MB-TS

ARPD (%) Timeavg(s) ARPD (%) Timeavg(s)

Modifed J30 0.23 10.03 0.56 9.57
Modifed J60 0.48 122.39 0.53 93.56
#Better 51(J30) + 73(J60) 0 28(J30) + 63(J60) 960
#Equal 401(J30) + 344(J60) 0 401(J30) + 344(J60) 0
#Worse 28(J30) + 63(J60) 960 51(J30) + 73(J60) 0
#Total 480(J30) + 480(J60) 960 480(J30) + 480(J60) 960

Table 5: Computational results of SB-TS and SB-T S1 to solve J30 and J60 datasets of RCPSP.

Methods
SB-TS SB-T S1

Devu Devl Devu Devl

J30 0 0 3.03 3.69
J60 0.16 0.16 3.19 3.86
#Better 0(J30) + 120(J60) 0(J30) + 120(J60) 119(J30) + 63(J60) 119(J30) + 63(J60)
#Worse 119(J30) + 63(J60) 119(J30) + 63(J60) 0(J30) + 120(J60) 0(J30) + 120(J60)
#Equal 361(J30) + 297(J60) 361(J30) + 297(J60) 361(J30) + 297(J60) 361(J30) + 297(J60)
#Total 480(J30) + 480(J60) 480(J30) + 480(J60) 480(J30) + 480(J60) 480(J30) + 480(J60)

8 Mathematical Problems in Engineering



is that all these three statistics are based on the modifed J30
and J60 datasets.

Diferent from the former experiment, the data of Table 8
demonstrate that the performance of SB-TS is sensitive to
the value of ξ1, ξ2, ξ3. Based on the experimental results
presented in Table 8, we set the default parameter values
(ξ1, ξ2, ξ3) of our SB-TS to (1.8, 1.9, 2.0), for the reason of
zero ARPD(%) for both modifed J30 and J60.

7. Conclusions

Tis paper presents a new decoding way of solution in the
feld of the resource-constrained project scheduling problem
(RCPSP) and proposes a solution-based tabu search (SB-TS)
algorithm for RCPSP with step deterioration (RCPSP-SD).
We assessed the proposed SB-TS algorithm on PSPLIB
instances without consideration of deterioration efects on
the frst stage. Ten, on newly generated datasets ftted with
the characteristics of RCPSP-SD, the SB-TS algorithm also
shows its excellent performance in comparison with
classical MB-TS.

Besides, two essential components are investigated to
shed light on their efects on the behaviour of SB-TS al-
gorithm. One is the selected priority rule, and the other
includes hash vectors as well as hash functions. Te frst
experimental group and analysis shed light on the contri-
bution of the SLS priority rule to the SB-TS algorithm. In
addition, the results show the efciency of SB-TS framework
to some extent.

In this paper, we investigate the resource-constrained
project scheduling problem with step deterioration. As an
extension of RCPSP, it enriches the research range of RCPSP

felds through including the deterioration efect. In this new
problem, it would bemeaningful to study its inner properties
and design more excellent algorithms to solve the actual
problem.
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