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An automated flower thinning system, when combined with machine vision, has the potential to reduce the labor force, improve
efficiency, and lower costs. This combination represents the future of agricultural machinery development. The primary objective
of automatic flower thinning is to determine the flowering density of fruit trees under natural light conditions. In this study, we
introduce a flower recognition algorithm that uses pixel values as an independent variable to recognize flower categories by
constructing a nonlinear regression model. Initially, the RGB pixel values of elements in the training set are extracted. Similar
pixel values are clustered together to reduce the amount of computation, and representative elements are selected to construct a
nonlinear classification function, known as the regression function. The coefficients in the classifier are determined by transform-
ing the problem into an unconstrained optimization problem using the least square method. The optimal solution is then found as
the coefficient value in the classifier. The classification function calculates the function value of the RGB pixel value for each input
entity to determine whether it belongs to the flower entity. Finally, the developed algorithm is used to classify the flower graphic
elements of the measured pictures, and the efficiency of the algorithm is verified.

1. Introduction

Flower thinning is an important operation in orchard pro-
duction management as it helps to improve the fruit yield
and quality [1–5]. This task is labor intensive and highly
seasonal. Currently, there are three main methods of flower
thinning: manual, chemical, and mechanical. Although man-
ual flower thinning is effective, it faces challenges owing to
agricultural labor scarcity and increasing costs. Chemical
flower thinning indiscriminately removes flowers and can
be harmful to the environment. Meanwhile, mechanical
flower thinning is an efficient and automated method that
has gained more attention than other methods in modern
large-scale orchards [6, 7]. One of the major challenges in
creating intelligent flower thinning systems is developing
robust and accurate blossom detection algorithms using
vision-based techniques. These algorithms must be able to
detect flowers in complex environments with high noise and
varying illumination conditions. Numerous researchers have
made progress in developing machine vision systems for

flower detection and positioning, using different sensors
and image processing technologies to estimate flower density
more accurately [8, 9].

Most existing methods rely on color thresholding, which
is simple and easy to use. However, these methods are lim-
ited by varying lighting conditions and shading from leaves,
stems, or other flowers. Recently, machine-learning and
deep-learning techniques have shown great promise in this
field [10–15]. For instance, some researchers have proposed
an apple blossom-detection method based on convolutional
neural network feature extraction, which can be used to
detect apple flowers efficiently [10, 16]. However, deep-
learning algorithms have two main drawbacks [17, 18]: (1)
they require large datasets for training and (2) their training
can be expensive and time-consuming owing to their com-
plex data models. Additionally, while deep-learning models
may perform well on training datasets, they may not work
well on real-world test images. Although many researchers
have tried to overcome these challenges, there is still no clear
solution to make deep-learning algorithms work perfectly in
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complex engineering applications. To address these challenges,
this study proposes a simpler algorithm suitable for engineering
contexts. The proposed algorithm relies on a color recognition
model trained on real-world images, enabling it to recognize
different image elements such as fruit flowers, branches, and
leaves. In the flower thinning system, each input image is seg-
mented, and the recognition function is used to calculate the
function value of each image block. This process enables the
system to recognize the category of each image block and
determine the position of all flowers in the image, making it
possible to calculate flower density.

The rest of the paper is organized as follows: Section 2 pre-
sents the proposed flower recognition algorithm, Section 3
shows simulation results, and Section 4 presents the conclusions.

2. Proposed Approach

In this study, apple trees are considered as an example. Usu-
ally, marked difference is observed in the hues of the flowers,
branches, and leaves of fruit-bearing trees. The graphic com-
ponents of the flowers and branches and leaves are presented
in Figures 1 and 2, respectively.

The RGB color mode is derived from the mixing princi-
ples of the three primary colors of light present in nature:
red, green, and blue. Each pixel can represent 256 brightness
levels for each color, resulting in over 16.7million possible
color combinations when the three-color channels are com-
bined. This feature enables the accurate representation of any
naturally occurring color. In the context of flower recogni-
tion functionality, a classification algorithm can be developed
based on the color and pixel RGB value of the primitive
serving as the independent variable. This process involves
partitioning a large entity, subimage K , into smaller entities,
secondary subimage k. The mean RGB value of each pixel of

the small entity is then computed as the RGB value of the
entity. Figure 3 provides a graphical representation of this
process. The proposed algorithm is a feasible and effective
means of accurate flower recognition based on color, because
the pixel RGB value of the primitive serves as an independent
variable: where xk ¼ R1þR2þ…RN

N , yk ¼ G1þG2þ…GN
N , and zk ¼

B1þB2þ…BN
N represent gk ¼ð xk yk zk Þ : as the RGB vector

of small subgraph k. Similarly, the image K has been seg-
mented and processed to derive the RGB vector set GK ¼
fg1; g2;…; gng. When the RGB values of multiple regions
are very close, they are recognized as similar regions from
a visual perspective. To reduce the amount of computation
required, it is recommended to select a single representative
area from among the similar areas and eliminate any redun-
dant regions. As a result, ensuring that the elements in the set
are nonredundant to minimize the volume of data. The mea-
surement of similar areas can be determined using the fol-
lowing expression:

T g i; g j
� �

¼Max Ri − Rj

�� ��; Gi − Gj

�� ��; Bi − Bj

�� ��È É
<δ:

ð1Þ

To identify the constituent parts of a subgraph, a numerical
analysis of each element is performed. This analysis generates
a function that utilizes an RGB value of the element as a variable.
Based on established mathematical principles, the polynomial of
the variable can be used to estimate the function. The pre-
established constant, δ, is factored into this process:

F x; y; zð Þ ¼ a0 þ a1x þ a2x2 þ…þ anxn þ b0 þ b1y

þ b2y2 þ…þ bnyn þ c0 þ c1z þ c2z2 þ…þ cnzn:

ð2Þ

ðaÞ ðbÞ ðcÞ ðdÞ ðeÞ

ðfÞ ðgÞ ðhÞ ðiÞ ðjÞ
FIGURE 1: (a–j) Apple flower element.

2 Mathematical Problems in Engineering



The above equation is simplified as follows:

F x; y; zð Þ ¼ ∑
n

k¼0
αk ⋅ Xk; ð3Þ

where αk ¼ðak; bk; ckÞ :, Xk ¼ðxk; yk; zkÞT . Assuming that
under the action of the function Fðx; y; zÞ:, the RGB vector
set GK ¼fg1;g2;…;gng of the graph elements is mapped to
the positive real number interval ½C;D�: (Figure 4) as follows:

F gkð Þ :

g1
g2
⋮
gm

0
BBBB@

1
CCCCAÀ! C;D½ �: ð4Þ

The function FðgkÞ : incorporates an unspecified coeffi-
cient αk. Once its value is determined, it will enable us to
establish the relationship between the pixel RGB value and
the subgraph element category. This, in turn, will allow us to
determine whether the pixel value g0k belongs to the entity
GK by calculating the value of the function FðgiÞ :. The

attribute value coefficient ci ði¼ 1; 2;…; nÞ: is an unknown
value. To derive the value of the coefficient αk, we must
minimize the overall mean square error of ci and FðgiÞ : using
the least square method:

α∗k ; c
∗
i

À Á¼ arg min  ∑
8gi2Gk

F gið Þ − cið Þ2: ð5Þ

To solve the issue, it must be converted into an uncon-
strained optimization problem:

PK αk; cið Þ ¼ ∑
8gi2Gk

FK gið Þ − cið Þ2 þ w
CK

ci

� �
2
þ ci

DK

� �
2

� �� �

      ¼ ∑
8gi2GK

∑
n

k¼0
αk ⋅ Xk

− ci

� �
2
þ w

CK

ci

� �
2
þ ci

DK

� �
2

� �� �
:

ð6Þ

The abovementioned formula consists of constants w, CK ,
and DK , and penalty terms ðCK

ci
Þ2 and ð ci

DK
Þ2. These terms

ensure that ci converges to a constant within the range of
the interval ½CK ;DK � : during the optimization process. This
means that the value of ci will not deviate from the

ðaÞ ðbÞ ðcÞ ðdÞ ðeÞ

ðfÞ ðgÞ ðhÞ ðiÞ ðjÞ
FIGURE 2: (a–j) Apple branch and leaf elements.
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FIGURE 3: Diagram of element segmentation.
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FIGURE 4: Mapping relationship between GK and ½CK ;DK � :.
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predetermined range. When PKðαk; ciÞ :À!0, the obtained
optimal solutions α∗k and c∗k ðk¼ 1; 2;…; nÞ : satisfy the fol-
lowing equation:

8gi 2 GK ; ∑
n

k¼0
α∗k ⋅ X

k ≈ c∗k

c∗k 2 CK ;DK½ �

8<
: : ð7Þ

That is, for any small element gi in the large figure element
GK , FKðα∗k ;giÞ : 2 ½CK ;DK � : is satisfied. In this way, Fα∗k can be
used as the identification function of graph element GK .
When it is necessary to determine whether unknown g0

k belongs
to graph elementGK , just calculate the function FKðα∗k ;g0

kÞ :, and
then determine according to its value. In the actual recognition
of flower classes, we only need to select several flower class
diagram elements and branch and leaf diagram elements, train
them, respectively, and get the recognition function of each
graph element. Using these functions, we can distinguish the
classification of unknown graph elements.

Set the resolution of the segmented large image element
to ΔW¼ 2;ΔH¼ 2. We first select 40 flower elements and 25
branch and leaf elements to train their classification func-
tions, and then use 60 flower elements (4,685 small elements
are obtained after segmentation) and 30 branch and leaf
elements (2,842 small elements are obtained after segmenta-
tion) to test the classification efficiency, and define four test
items. The Algorithm 1 (Single entity recognition algorithm)
is as follows, and the test results are in Table 1.

Based on the results presented in Table 1, the forward
recognition efficiency of the algorithm is very high. However,
the reverse error rate is also quite high, which can be attrib-
uted to two main reasons. First, the optimization objective
function converges to a constant that is not equal to zero, i.e.,
PKðαk; ciÞ :À!ε ≠ 0. This function is determined based on the
nature of the optimization algorithm used, whether it is
numerical optimization algorithms such as the gradient

descent algorithm or popular intelligent optimization algo-
rithms such as the particle swarm optimization algorithm.
The convergence value of the objective function is related to
the parameters set in advance and the data used for training.
Therefore, the obtained αk may not be the optimal solution,
leading to errors in the identification function Fj. Second, the
model is trained using a single graphic element, either flow-
ers or leaves, resulting in weak recognition function ability.
This phenomenon, coupled with the existing errors, leads to
a high reverse error rate.

To improve the accuracy of the classification function
and minimize errors, mixed graph elements are utilized in
the training process, resulting in the creation of two models:
one consisting of a single flower graph element and multiple
branch and leaf graph elements, and the other comprising
single branch and leaf elements and multiple flower ele-
ments. The models are outlined as follows:

MK αk; ci; dið Þ ¼ PK αk; cið Þ þ ∑
8Tj2T

Qi αk; dj
À Á

; ð8Þ

where T ¼fT1;T2;…g : represents the collection of
branch and leaf graph components, Qjðαk; djÞ : ¼∑8tj2Tiðð∑n

k¼0 αk ⋅ X
k
− djÞ2 þwððEKdj Þ

2 þ ð djFKÞ
2ÞÞ :. The vector con-

sisting of small branches and leaves is part of the training
data. ½EK ; FK � : is the range of mapping intervals for the graph
components. Because branch and leaf elements exhibit con-
siderable color variation, themapping interval set ½CK ;DK � : for
a single flower element is shorter. Because these sets do not
overlap and their element values differ significantly, the pro-
posed algorithm is able to converge more easily and enhance
its classification capabilities. When MKðαk; ci; djÞ :À!0, the
desired outcome is achieved:

PK αk; cið ÞÀ!0

Qj αk; dj
À ÁÀ!0 j¼ 1; 2;…

(
; ð9Þ

TABLE 1: Algorithm 1 test result.

Element type Correct identification rate Error recognition rate

Flowers Cg ¼ 98:75% Mg ¼ 36:15%
Branches and leaves Cl ¼ 97:14% Ml ¼ 41:21%

Step 1. For the flower graph element gi to be tested, if there is a function Fj in the flower recognition function set F¼fF1; F2;…; FNg :

such that FjðgiÞ: 2 ½Cj;Dj� :, the flower graphic element can be correctly recognized and written as Cg.

Step 2. For the flower graph element gi to be tested, if there is a function Lj in the branch and leaf recognition function set L¼fL1; L2;
…; LMg: such that LjðgiÞ : 2 ½Aj;Bj� :, the flower graphic element can be correctly recognized and written as Mg.

Step 3. For the flower graph element li to be tested, if there is a function Lj in the branch and leaf recognition function set L¼fL1; L2;
…; LMg: such that LjðliÞ: 2 ½Aj;Bj� :, the flower graphic element can be correctly recognized and written as Cl .

Step 4. For the flower graph element li to be tested, if there is a function Lj in the branch and leaf recognition function set F¼fF1; F2;
…; FNg: such that FjðliÞ: 2 ½Cj;Dj�:, the flower graphic element can be correctly recognized and written as Ml .

ALGORITHM 1: Single Entity Recognition Algorithm.
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i.e.,

8gi 2 GK ; ∑
n

k¼0
α∗k ⋅ X

k ≈ c∗k ;  c
∗
k 2 CK ;DK½ �

8gj 2 Tj 2 T; ∑
n

k¼0
α∗k ⋅ X

k ≈ d∗j ;  d
∗
k 2 EK ; FK½ �

8>><
>>: : ð10Þ

The abovementioned formula demonstrates two types of
graph element data that can be used for training the classifi-
cation function. Upon achieving the optimal value, the func-
tion denoted as Fα∗ðgiÞ : ¼∑n

k¼0α
∗
k ⋅ X

k can effectively map
RGB values of varying graph element types to distinct inter-
vals, enabling the classification process. Furthermore, the
subsequent model is obtained through the application of
single branch-leaf and multiple flower element RGB data
during the training phase:

NK αk; ci; dið Þ ¼ QK αk; dj
À Áþ ∑

8gi2G
Pi αk; cið Þ: ð11Þ

In principle, the use of flower and branch elements to train
the function yields higher separation efficiency. However,
when multiple elements are present, the number of separa-
tion functions can become excessive, increasing calculation
requirements. Lastly, the algorithmic steps for recognizing
graph elements are outlined in Algorithm 2.

The new algorithm is used to test the above small graph
elements, and the results are Mg ¼ 4:25 and Ml ¼ 3:82,
respectively. This shows that the new hybrid model can effec-
tively improve the recognition of graphic elements and
reduce the error recognition rate.

3. Simulation Results

To demonstrate the effectiveness of our flower recognition
algorithm, we conducted a series of simulations. In this
study, the iterative optimization process of the objective

function was performed using randomly generated parame-
ters. The simulations were performed with the intention of
showcasing the performance of the algorithm in various
scenarios.

3.1. Simulation 1. In Simulation 1, 10 authentic apple flower
images (Figure 5), each with a resolution of 5,792× 4,344
pixels, were tested. The large pixel cutting resolution was
set to ΔW¼ 3 and H¼ 3, resulting in a segmentation of
2,794,640 small image elements from every image.

The analysis and processing of the given algorithm
afforded the proportion of flowers present in the test images.
The obtained data are presented in Table 2.

The images corresponding to recognition processing are
presented in Figure 6. To improve observation and facilitate
comparison, the nonflower graphic elements were adjusted
to black.

Based on the analysis of the 10 recognized images, the
algorithm is observed to proficiently identify a wide range of
flowers and leaves, with most branches being accurately rec-
ognized. However, in some cases, certain branches have been
misidentified as flowers, owing to their color being similar to
white flowers under strong light. This observation under-
scores the fact that the algorithm is influenced by illumina-
tion. In future, efforts will be focused on addressing the
limitation, along with the aim of enhancing the accuracy
and reliability of the algorithm.

3.2. Simulation 2. In Simulation 2, the accuracy of the algo-
rithm in recognizing apple flowers in images captured from
real orchards under natural conditions was assessed. The
dataset comprised 200 images, each with a resolution of
3,024× 4,032 pixels. The entire dataset was labeled using
the label box annotator, without any preprocessing or back-
ground manipulations. Multiple polygonal masks were used
to annotate each image at the pixel level, indicating clusters of
apple blossoms, as illustrated in Figure 7.

Step 1. Each flower graphic element is segmented, and the recognition function is obtained after training to form a flower graphic
element recognition function set H¼f F1ðgÞ F2ðgÞ … FkðgÞg :. Similarly, the recognition function set Z¼f f1ðgÞ f2ðgÞ
…fnðgÞg : of branch and leaf elements can be obtained by dividing branch and leaf elements and training.

Step 2. Train the recognition function of single flower element and multibranch-leaf element to form set M¼fM1ðgÞ
M2ðgÞ…MiðgÞg:. Similarly, the recognition functions of single branch-leaf and multiflower class elements are trained to form set
N ¼fN1ðgÞ N2ðgÞ … NjðgÞg:.

Step 3. The following algorithm is used to identify any unknown element:

(1) If 9FlðgÞ: 2H, FlðgiÞ: 2 ½Cl Dl � :, 8flðgÞ: 2Z, and flðgiÞ : ∉ ½Pl Ql � :, it can be determined that element gi belongs to flower and the
algorithm ends. Correspondingly, if 9flðgÞ: 2Z, flðgiÞ: 2 ½Pl Ql �:, 8FlðgÞ: 2H, and FlðgiÞ: ∉ ½Cl Dl � :, it can be determined that element gi
belongs to branches and leaves and the algorithm ends. If neither is satisfied, turn to (2).

(2) Using a single identification function setH and Z, the category of entity gi cannot be determined, so the mixed function setsM and
N are used to identify:

1. If there is a functionMk in the setM so thatMkðgiÞ: meets the recognition conditions, it is determined that the element gi is a flower
class and the algorithm ends; if there is a function Nk in the set N so that NkðgiÞ: meets the recognition conditions, it is determined that
the entity gi is a branch and leaf class, and the algorithm ends. Otherwise, turn to (2).

2. Calculate the proportion of element gi in function set H¼fF1ðgÞ F2ðgÞ … FkðgÞg: and set Z¼f f1ðgÞ f2ðgÞ … fnðgÞg: that
meet the recognition conditions, respectively. If the proportion is high, gi belongs to this class, and the algorithm ends.

ALGORITHM 2: Hybrid Element Recognition Algorithm.
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FIGURE 5: Continued.
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ðiÞ ðjÞ
FIGURE 5: (a–j) Ten test apple flower images.

TABLE 2: Algorithm 2 test result.

Number 1 2 3 4 5 6 7 8 9 10

Proportion of flowers (%) 6.92 5.09 5.58 4.95 10.42 9.39 9.40 6.84 5.58 9.22

ðaÞ ðbÞ

ðcÞ ðdÞ
FIGURE 6: Continued.
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The rectangular labeling box may contain nonflower
elements depending on its nature. The nonsystematic error
caused by these elements theoretically has little impact on
the recognition accuracy of the algorithm, if the area of
these boxes is small enough and enough boxes are present.
The annotation software provides the geometric informa-
tion of each rectangle, including its position, length, and
width, allowing us to determine whether the recognition
algorithm correctly identifies a real fruit flower, as illus-
trated in the following equation::

if    i0 þm;  j0 þ nð Þ 2 iþ Δw;  jþ Δhð Þ
0 ≤m ≤ ΔW;  0 ≤ n ≤ ΔH

(
: ð12Þ

By identifying pixel ði0 þm;  j0 þ nÞ : as an authentic fruit
flower, its position ði;  jÞ :, width (Δw), and height (Δh) within
a rectangular box are determined. By categorizing each pixel,
the subsequent formula is applied to measure the recognition
accuracy of the algorithm:

P ¼
∑
k

i0 þm;  j0 þ nð Þk
∑
i
Sif

: ð13Þ

The proposed algorithm was tested on a sample of 200
images to evaluate its recognition accuracy. The results

ðeÞ ðfÞ

ðgÞ ðhÞ

ðiÞ ðjÞ
FIGURE 6: (a–j) Ten recognized images.
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indicate that the algorithm achieves an 88:56% (success rate),
despite the images being captured in actual orchard scenarios
under natural lighting conditions. These findings suggest
that the algorithm exhibits high recognition efficiency, favor-
able robustness, and suitability for engineering applications.

4. Conclusions

In this study, we employed a nonlinear regression model to
develop an algorithm that can accurately identify flower
types. Pixel values were used as an independent variable,
with color descriptions forming the foundation of the algo-
rithm. To achieve the desired results, a standard trial-and-
error training algorithm was used. The problem was adapted
into an unconstrained optimization problem by applying the
least square method. Through optimization calculations, the
optimal solution was obtained, allowing the numerical color
description to be used as the coefficient value of the classifier.
This method provides a dependable and consistent means of
precisely describing a color. Tests conducted on images cap-
tured in actual orchards and in natural lighting conditions
confirm that the algorithm has a remarkable recognition
efficiency for fruit flowers. Additionally, the algorithm pro-
vides position data for the flowers within the image, enabling
the calculation of fruit flower density. This information can
be leveraged for an intelligent flower thinning system.
Despite its simple structure, the algorithm is supported by
explicit mathematical theory, which allows it to work effi-
ciently using only a small amount of training data.
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