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Injection Molding Simulation of Polyoxymethylene Using Crystallization Kinetics Data and Comparison with the Experimental Process
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It is well known that the processing conditions in polymer processing have a high impact on the resulting material morphology and consequently the component’s mechanical behavior. However, especially for semicrystalline polymers, the tools available for predicting the final morphology of injection molding parts still have significant limitations. In order to investigate the potential of injection molding simulation for the prediction of the morphology, POM homopolymer specimens were injection molded. The crystallization kinetics data were measured, and simulations in 3D and 2.5D with and without crystallization analysis were conducted in Autodesk Moldflow. The simulations are found to be good accordance with the experiments. Predicted spherulite size and crystalline orientation factor reveal a good qualitative correlation with optical micrographs. Also, the evolution of these parameters along the flow path is plausible. The simulation is found to be a powerful tool for morphology prediction in polymeric parts. Its applicability, however, is still limited to 2.5D models in Autodesk Moldflow, which, of course, is insufficient for complex, thick-walled 3-dimensional parts.

1. Introduction

The thermoplastic polymer polyoxymethylene (POM) is used in a broad field of structural applications such as bearing rolls and gear wheels and in the automotive industry. It shows excellent (fracture) mechanical and tribological properties along with very good wear resistance and dimensional stability [1–10].

The dominant processing method for POM and polymers in general is injection molding. Short cycle times, high repeatability, and the possibility to partly or even fully automatize the process make it an excellent choice for high volume production. Additionally, a rather high geometrical freedom is given. Parts from very small to very large size and mass can be produced. The processing parameters during injection molding play a crucial role in the determination of the performance of the future part. There is a strong correlation between process parameters that are set on the machine (input), such as holding pressure, temperature of the heaters, coolant inlet temperature, and cooling time, and resulting processing parameters (output), for example, melt temperature, mold temperature, cooling conditions, and crystallization conditions. These parameters and conditions lead to the morphology, residual stresses, and mechanical properties and therefore the performance of the final part. For standard polymers such as polypropylene, the morphology and mechanical properties of injection molded parts and their correlation have been quite well examined in
the past [11–15]. For POM in specific, also a few studies are available [8, 9, 13, 16–22].

The role of injection molding simulation for filling studies and the prediction of basic processing parameters [23–25] and for the evaluation of optimum processing parameters to, for example, ensure dimensional stability [26–29] has become more and more pronounced over the past years. Furthermore, such simulations allow us to assess the internal stresses that build up during the manufacturing process [23, 30–33]. Especially in complex geometries, the experimental determination of these stresses yields very high experimental effort (if possible at all). The correlation between simulations and experiments was investigated in terms of flow behavior, pressure build up along the flow path, warpage, and residual stresses [30, 34–36]. Although a generally good accordace was stated, it was recommended to include some further aspects in the simulations for more precise results. This includes the geometry of the nozzle and that the effect of pressure on the viscosity of the material must not be neglected [35, 37]. Besides the influence of mold temperature [38–41], it is also known that the application of shear on the melt during the injection molding process strongly affects the crystallization behavior (flow-induced crystallization) and, as a consequence, the morphology of semicrystalline polymers [42–47]. Shear deformation leads to stretching of the molecules and a higher nucleation rate [48] and, subsequently, to smaller spherulitic structures. Above critical values of molecular stretch and mechanical work, the formation of shish-kebab structures is induced [49]. At the present, in the commercial injection molding simulation tool Autodesk Moldflow, crystallization analysis is implemented but not frequently applied due to the need to determine the crystallization model parameters. As a consequence, only a few research studies have been performed on this topic. The determination of the layer morphology of an injection molded part by evaluating the crystalline orientation factor was done by Andreasson et al. [50]. Li et al. [51] conducted a more detailed study on the influence of crystallization on warpage of a PP and a PP/EPDM blend. For PP, also studies combining experimental injection molding and simulation with crystallization analysis are available. Pantani et al. [52] employed microscopy, infrared, and X-ray analysis to compare experimentalk crystallinity, orientation, and crystal structure measurements to simulations. The effect of packing pressure on the evolution of morphology and orientation was characterized by experiments and simulations in [53]. Liparoti et al. [54] investigated the effect of mold temperature on the morphological and mechanical properties of PP. The injection molding simulation in [52–54] was done using a code developed at the University of Salerno. A study employing Moldflow for the simulation of samples with nonsymmetric mold temperatures is also available [55]. Simulated shear and temperature profiles were compared to morphological and mechanical measurements.

In the present study, tensile specimens were injection molded following a design of experiments (Doe). Injection molding simulations in 3D and 2.5D were carried out for all conditions of the Doe with Autodesk Moldflow Insight 2019 ("Moldflow" in the following discussion) (Autodesk, Inc., California, USA). Simulations and experiments were compared in terms of fill time, peak injection pressure, and in-cavity pressure to assess the quality of the simulations. Additionally, crystallization kinetics modelling was conducted within the 2.5D simulations. The parameters for the crystallization model in Moldflow were experimentally assessed in advance. This resulted in three different simulation approaches: 3D simulations, 2.5D simulations with crystallization kinetics modelling (2.5D C), and 2.5D simulations without crystallization kinetics modelling (2.5D NC). The potential for predicting the morphology of the final part quantitatively was evaluated by analyzing simulated spherulite sizes and the crystalline orientation and by their comparison to experimental data.

2. Experimental

2.1. Materials. The material used in this study was a polyoxymethylene homopolymer with the trade name Delrin 111PF, a member of the Delrin 100 series from DuPont (DuPont, Wilmington, Delaware, USA). It is suitable for injection molding, is highly crystalline, has good toughness and impact behavior, high stiffness, and outstanding creep and fatigue resistance. The 111PF resin is modified in terms of additives; amongst others it contains a heterogeneous nucleation agent, which significantly alters its crystallization behavior. A molar mass of 146,000 g/mol and a polydispersity index of 2.6 were determined and published previously for this material [9].

2.2. Injection Molding Experiments. In this study, tensile specimens according to ISO 527 were injection molded. Processing was conducted on a Battenfeld HM 110/350H 130 V (Wittmann Battenfeld GmbH, Kottingbrunn, Austria) injection molding machine with a two-cavity mold (Figure 1). Before feeding the pellets into the barrel, they were dried for 2 h at 80°C in a hot air dryer. The processing parameters were varied following a full factorial 2^3 Design of Experiments (Doe), where high and low levels of packing pressure, temperature profile along the barrel, and mold temperature were set. This resulted in a total of 8 processing conditions (C1–C8). An in-cavity pressure sensor at the end of the flow path was used for pressure-controlled switch-over. In Table 1, important processing parameters and the 2^3-factorial Doe parameters are given. An illustration of the temperature profile is depicted in Figure 2. The temperature of the mold was measured with a contact thermometer at the opened mold.

2.3. Polarized Optical Light Microscopy. To compare the crystalline features of the experimentally injection molded specimens to the results of the injection molding simulation, optical light microscopy was carried out. Films with a thickness of 10 µm were cut from the cross section of the tensile specimens with a microtome (Reichert Jung, Heidelberg, Germany). The films were analyzed with polarized light in transmission mode on an Olympus SZX12 stereo
microscope (Olympus Corporation, Tokyo, Japan). The positions, where the films were cut from the tensile specimens, were chosen according to the evaluation positions of the simulations.

### 3. Injection Molding Simulation

#### 3.1. Simulation Model

Injection molding simulation was carried out with the software Autodesk Moldflow Insight 2019 (Autodesk, Inc., San Rafael, California, USA). A 3D model of the tensile specimens was built and then meshed with tetrahedral elements with a global edge length of 2 mm and at least 10 elements over the thickness (Figure 3(a)). The quality of the 3D mesh was assessed by the aspect ratio and the maximum dihedral angle of the elements. 7 elements were found to exceed the maximum aspect ratio of 50 suggested in Moldflow [56]. Nevertheless, these elements were found at the end of the flow path and hence not considered critical. The maximum dihedral angle was found to be 176.9°, which is also below the critical value of 178°. Since crystallization analysis in Moldflow is only available for 2.5D simulation (dual-domain and midplane mesh), the 3D model was transformed into a dual-domain model and meshed with triangles with a global edge length of 0.66 mm to obtain also a 2.5D simulation model (Figure 3(b)). The aspect ratios of all elements were found to be below the critical value, the mesh match ratio was above 90%, and no non-oriented elements were found. This made the mesh

---

**Table 1:** Injection molding conditions following a $2^4$-factorial design of experiments with a flow rate of 15 cm$^3$/s and a holding time of 30 s for all conditions.

<table>
<thead>
<tr>
<th>Processing condition</th>
<th>Packing pressure (MPa)</th>
<th>Switch-over pressure (MPa)</th>
<th>3.5(C1–C4)</th>
<th>2.5(C5–C8)</th>
<th>Temperature profile</th>
<th>Coolant inlet temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 1</td>
<td>60</td>
<td>3.5</td>
<td>−1</td>
<td>50</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>C 2</td>
<td>110</td>
<td>2.5</td>
<td>−1</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>C 3</td>
<td>60</td>
<td>3.5</td>
<td>+1</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>C 4</td>
<td>110</td>
<td>2.5</td>
<td>+1</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>C 5</td>
<td>60</td>
<td>3.5</td>
<td>−1</td>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>C 6</td>
<td>110</td>
<td>2.5</td>
<td>−1</td>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>C 7</td>
<td>60</td>
<td>3.5</td>
<td>+1</td>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>C 8</td>
<td>110</td>
<td>2.5</td>
<td>+1</td>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
</tbody>
</table>

---

**Figure 1:** Injection molded part from the two-cavity mold including the runner system and the two tensile specimens.

**Figure 2:** Temperature settings for the profile “−1” and “+1” along the barrel of the injection molding machine.
suitable for 2.5D simulation. The models consisted of the two tensile specimen cavities, the runner, the sprue, and the nozzle. The runner and the sprue were modelled as cold runner beam elements for the dual-domain model. The nozzle, represented by a hot runner, was also included in both models, as this is expected to lead to more accurate simulation results [35, 44]. Additionally, the mold block made of tool steel “P-20” and the cooling system were included in the model. During processing, the mold temperature was altered according to the Doe by changing the temperature of the cooling fluid. Consequently, in the simulation, this change was implemented identically using the “coolant inlet temperature” parameter. For the experimental evaluation, only tensile specimens from one cavity (cavity 1 as marked in Figure 3) were used. Simulation evaluations were also carried out on this cavity.

Simulations in 3D, 2.5D with crystallization kinetics modelling (2.5D C), and 2.5D without crystallization kinetics modelling (2.5D NC) were conducted. The input settings for the processing parameters were taken from the described experimental injection molding process and Doe (section 2). For the simulations, the Doe parameter “temperature profile” had to be converted into two single melt temperature values, i.e., 200°C and 215°C, respectively, which are the average values of the barrel zones 3 and 4 in Figure 2. These two values were considered as adequately representative for the melt temperatures, although not directly measured during the process. They were implemented in the simulations as the initial temperature of the melt when it entered the nozzle. The temperature of the nozzle itself was set to 190°C in the simulations.

3.2. Material Model. For the POM homopolymer resin used in our study (Delrin 111 PF), a Moldflow material database on the basis of experimental data was developed. The corresponding material characterization was performed by the Department of Industrial Engineering at the University of Salerno in Italy (subsequently termed as “DIIn Salerno”). The material characterization included the quantitative determination of rheological parameters as well as a quantitative study of the crystallization kinetics. A brief overview of the methods used is described in the following.

Firstly, a rheological characterization of the POM resin was carried out by using a rotational and capillary rheometer. In order to mathematically describe the shear thinning behavior of the polymer melt over a wide range of shear rates, a Cross-WLF model (1) and (2) was adopted, in which, the melt viscosity \( \eta \) is described as a function of the zero shear viscosity \( \eta_0 \), the shear rate \( \dot{\gamma} \), the critical stress level at the beginning of shear thinning \( \tau^* \), and the power law index \( n \) at high shear rates. The zero shear viscosity \( \eta_0 \) is a function of the temperature \( T \), the pressure \( P \), and the fitting parameters \( D_1, D_2, D_3, A_1, \) and \( A_2 \).

\[
\eta(T, P, \dot{\gamma}) = \frac{\eta_0(T, P)}{1 + (\eta_0(T, P) \cdot \dot{\gamma}/\tau^*)^{1/n}} \quad (1)
\]

\[
\eta_0(T, P) = D_1 \times \exp \left( -A_1 \left( T-D_2-D_3P \right)/A_2 + T-D_2-D_3P \right). \quad (2)
\]

The results of the rheological measurements are shown in Figure 4. The parameters adopted to describe the measurements by the Cross-WLF model are reported in Table 2.

Secondly, the crystallization behavior of the Delrin 111PF was investigated in quiescent and under flow conditions. The POM crystallization kinetics was described adopting the Kolmogorov–Avrami–Evans (KAE) model. In particular, the model assumed that the growth rate and the homogeneous nucleation rate depend only on temperature and follow the Hoffman–Lauritzen theory. Moreover, the presence of a heterogeneous nucleation, also dependent upon temperature, was considered in the model. The application of flow conditions was found to considerably increase the growth rate but did not significantly affect the nucleation rate. A more detailed description of the crystallization model, the measurement methods of these data, and the assumptions and simplifications will be published in the future.

More relevant for the present study was the transfer of the crystallization kinetics data into the parameters of the
crystallization model adopted by Moldflow [56]. In this Moldflow model, the presence and formation of nuclei under both quiescent conditions and shear flow are taken into account. The growth rate is determined following the Hoffman–Lauritzen theory [57, 58]. The equation for the temperature-dependent crystal growth rate is given in (3), where the pre-exponential factor $G_0$ and the kinetic $K_g$ are material-specific constants that are determined under quiescent conditions and $T_{m}$ is the resin-specific, pressure-dependent equilibrium melting temperature, which is a function of the equilibrium melting temperature $T_{eq}$, the pressure $P$, and the grade-specific constant $b_6$.

$$G(T) = G_0 \exp \left[ -\frac{U^*}{R_g (T - T_{\infty})} \right] \exp \left[ -\frac{f K_g}{T (T_m - T)} \right],$$  \hfill (3)

$$f = \frac{(T + T_m^0)}{2T}.$$  \hfill (4)

Using Equation (3) to fit the growth rate obtained from the crystallization kinetics characterization, it was possible to derive the aforementioned material- and resin-specific constants.

The nucleus generation in Moldflow is calculated as the sum of nuclei activated under quiescent conditions $N_0$ and nuclei induced by shear flow $N_f$ (Equation (5)).

$$N = N_0 + N_f.$$  \hfill (5)

The number of activated nuclei in the quiescent condition is assumed to be a unique function of the supercooling temperature $\Delta T = (T_m^0 - T)$ and is described by

$$\ln(N_0) = a_N (T_m^0 - T) + b_N,$$  \hfill (6)

where $a_N$ and $b_N$ are the material- and resin-specific constants.

The number of flow-induced nuclei as implemented in Moldflow is given by Equation (6) [59]. Here, $N_f$ is the nucleation rate induced by the flow, $\lambda_N$ is the relaxation time, $C_0$ is a constant, and $k_B$ is the Boltzmann constant. $\Delta F_q$ and $\Delta F_f$ are parameters describing the free energy, $q$ is a fitting parameters of the Cross-WLF model (using the rheological data from Figure 4).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$ [-]</td>
<td>0.227</td>
</tr>
<tr>
<td>$\tau^*$ (Pa)</td>
<td>330910</td>
</tr>
<tr>
<td>$D_1$ [Pa*s]</td>
<td>3990</td>
</tr>
<tr>
<td>$D_2$ (K)</td>
<td>473</td>
</tr>
<tr>
<td>$D_3$ (K/Pa)</td>
<td>7.63E-08</td>
</tr>
<tr>
<td>$A_1$ [-]</td>
<td>3.37</td>
</tr>
<tr>
<td>$A_2$ (K)</td>
<td>160</td>
</tr>
</tbody>
</table>

Table 2: Results for the fitting parameters of the Cross-WLF model (using the rheological data from Figure 4).
index, and \( \phi(T) \) is a function of the temperature \( T \) and the equilibrium melting temperature \( T_m^0 \). \( \theta \) is a function of the temperature \( T \), \( T_m^0 \), and the melting enthalpy of a purely crystalline material \( \Delta H_0 \).}

\[
\dot{N_f} = \frac{1}{\lambda_N}N_f\exp\left[\frac{-U^*}{R_g(T - T_{\text{co}})}\right]\left\{\left(\Delta F_g + \Delta F_f\right)^\eta \exp\left[\frac{-\phi(T)K_g}{2T^2\left[1 + \theta\left(\Delta F_f\right)^\eta\right]}\left(T_m^0 - T\right)\right] - \Delta F_g\exp\left(\frac{-\phi(T)K_g}{2T^2\Delta T}\right)\right\} \tag{7}
\]

leading to a fill time difference of about 0.4 s, when filled with a flow rate of 15 cm³/s. When comparing the experimental fill times with the simulated ones, it is obvious that the simulated fill times are smaller (except for the 2.5D models, which have a slightly bigger volume). This is a more generally observed effect: fill times are underestimated by injection molding simulation since the machine’s inertia, internal delays (e.g., electrical delays), or decreased performance due to wear are not considered.

4. Results and Discussion

4.1. Filling. The fill times obtained experimentally from the injection molding process (experimental) and the simulated fill times for the 3D simulations and the 2.5D simulation with and without crystallization kinetics modelling are displayed in Figure 5. The deviations between the different conditions are very small and in the order of tenths of seconds for both experiments and simulations. Therefore, for the studied geometry, the chosen processing parameters did not have a significant influence on the fill time, when filled with a constant flow rate.

It is obvious from Figure 5 that the 3D simulations calculate a faster filling than the 2.5D simulations. This is due to the different modelling of the cavity. In 2.5D, the runner and the sprue had to be made of beam elements since the half-elliptical geometry could not satisfactorily be modelled with a dual-domain mesh. Therefore, the cavity volume slightly changed from 31.7 cm³ (3D) to 36.9 cm³ (2.5D),

4.2. Injection Pressure. The peak injection pressures obtained from the experiments and simulations are compared in Figure 6. Since the cavity is filled with the same flow rate for all conditions, the injection pressure during processing is expected to vary as a consequence of the different mold and melt temperatures. An increase of melt temperature results in lower pressure values due to the lower viscosity of the material at higher temperatures. Similarly, a higher mold temperature also decreases the peak injection pressure. The simulations are in good agreement with the experimental values and capture their trend and the quantitative values very well (highest deviations are far below 10%). The 3D simulations predict pressures of about 10 MPa higher than measured in the process. It is expected that this slightly increased pressure is a consequence of the smaller filling times obtained in the 3D simulations as discussed above. The 2.5D C simulations suggest slightly higher injection pressures than the 2.5D NC, which indicates an increased viscosity of the melt, when crystallization is considered.

4.3. In-Cavity Pressure. For better orientation in the present and the following sections, a schematic illustration of the cavity and the positions most relevant for the discussion are shown in Figure 7. The red dot marks the position of the in-cavity pressure sensor (which was also the switch-over position), and the blue dot marks the position, where the simulations were evaluated for their thickness-dependent crystalline parameters.

During the processing, the pressure in the cavity was measured at a position 20 mm away from the end of the flow path. The obtained pressure curves from the experiments are displayed in Figure 8. The switch-over pressures for C1–C4 and C5–C8 (\( P_{\text{switch}} \)) are also included. It is shown that higher mold and melt temperatures prolong the efficiency of the packing pressure, with the effect being less pronounced for the melt temperature. Moreover, by increasing the mold and/or melt temperature, material solidification is efficiently counteracted. Thus, during packing, the pressure drop between the injection point and the position of the in-cavity
pressure sensor reduces due to the decrease in viscosity. Consequently, the measured in-cavity pressure reaches higher values.

In the following, the number of presented experiments is reduced to four conditions to facilitate the interpretation. When comparing the experimental and simulated in-cavity pressure curves of condition 1 (low mold temperature ($T_{\text{mold}}$), low packing pressure ($p_{\text{pack}}$), low melt temperature ($T_{\text{melt}}$), Figure 9(a)), condition 2 (low $T_{\text{mold}}$, high $p_{\text{pack}}$, low $T_{\text{melt}}$, Figure 9(b)), condition 3 (low $T_{\text{mold}}$, high $p_{\text{pack}}$, high $T_{\text{melt}}$, Figure 9(c)), and condition 5 (high $T_{\text{mold}}$, low $p_{\text{pack}}$, low $T_{\text{melt}}$, Figure 9(d)), it is shown that the 3D and 2.5D C simulations calculate higher pressure levels at the position of the sensor. This is attributed to both, drawbacks in the experiments and the simulations.

Table 3: Results of the obtained parameters for the crystallization kinetics model in Moldflow.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_N$ [1/m$^3$K]</td>
<td>0.75</td>
</tr>
<tr>
<td>$b_N$ [1/m$^{-1}$]</td>
<td>4.3284</td>
</tr>
<tr>
<td>$T_{eq}$ (K)</td>
<td>462.5</td>
</tr>
<tr>
<td>$G_0$ (m/s)</td>
<td>7.05</td>
</tr>
<tr>
<td>$K_p$ (K$^2$)</td>
<td>225270</td>
</tr>
<tr>
<td>$T_g$ (K)</td>
<td>200</td>
</tr>
<tr>
<td>$\lambda_N$ (s)</td>
<td>9E + 11</td>
</tr>
<tr>
<td>$C_0$ [1/m$^3$s]</td>
<td>1E - 29</td>
</tr>
</tbody>
</table>

Figure 5: Comparison of the fill times obtained from the process (experimental) and the simulations in 3D and 2.5D with and without crystallization kinetics modelling (3D, 2.5D C, and 2.5D NC).

Figure 6: Comparison of the peak injection pressures obtained from the process (experimental) and the simulations in 3D and 2.5D with and without crystallization kinetics modelling (3D, 2.5D C, and 2.5D NC).

Figure 7: Position of in-cavity pressure sensor and evaluation position for the thickness-dependent crystalline parameters.

Figure 8: In-cavity pressures measured through the pressure sensor at the switch-over position during the processing.

pressure sensor reduces due to the decrease in viscosity. Consequently, the measured in-cavity pressure reaches higher values.

In the following, the number of presented experiments is reduced to four conditions to facilitate the interpretation. When comparing the experimental and simulated in-cavity pressure curves of condition 1 (low mold temperature ($T_{\text{mold}}$), low packing pressure ($p_{\text{pack}}$), low melt temperature ($T_{\text{melt}}$), Figure 9(a)), condition 2 (low $T_{\text{mold}}$, high $p_{\text{pack}}$, low $T_{\text{melt}}$, Figure 9(b)), condition 3 (low $T_{\text{mold}}$, high $p_{\text{pack}}$, high $T_{\text{melt}}$, Figure 9(c)), and condition 5 (high $T_{\text{mold}}$, low $p_{\text{pack}}$, low $T_{\text{melt}}$, Figure 9(d)), it is shown that the 3D and 2.5D C simulations calculate higher pressure levels at the position of the sensor. This is attributed to both, drawbacks in the experiments and the simulations. During the filling of the cavity, the polymer in contact
with the mold wall freezes very fast. This results in a solid polymer layer, which can shield the pressure sensor from experiencing the full in-cavity pressure and in this way causes smaller pressure values in the measurement. In the simulations on the other hand, the elasticity of the mold was not taken into account. This leads to higher calculated pressures since the elastic expansion of the mold during the process is not considered. It is also worth to mention that the effect of pressure on the viscosity was not measured for the specific material used in this study because of the high experimental effort. However, a small parameter study on the influence of a pressure-dependent viscosity on the simulation results showed a rather small dependence of the simulated pressure curves. Hence, the authors are convinced that this effect can be neglected for the present study. When crystallization is not considered, the 2.5D NC simulations result in lower pressure levels and a shorter pressure activity duration in the cavity compared with the 2.5D C results. The longer pressure action in the 2.5D C simulations is an indicator for a slower cooling due to the exothermic crystallization process. As a consequence of all these discussion points, the in-cavity pressure evolution at the pressure sensor position is considered to be captured well by the 2.5D C simulations. An even better prediction of the in-cavity pressure values will only be achievable through a drastically higher experimental effort, in particular, through a precise measurement of the pressure and crystallinity influences on the material viscosity. In the 2.5D NC simulations of condition 5 (Figure 9(d)), an increase in the pressure is observed after approximately 20 s. The reason for this effect is not fully understood. It is assumed to be an effect of the combination of the dual domain and the beam elements in the model.

Figure 9: Comparison of experimental and simulated in-cavity pressure curves at the switch-over position for the conditions C1 (a), C2 (b), C3 (c), and C5 (d).
4.4. Final Average Crystal Size. The final average crystal size, which is calculated for the 2.5D simulations with crystallization kinetics modelling, describes the final average size of the spherulites forming during the process (the crystallization kinetics model implemented in Moldflow describes the kinetics of spherulite growth, not to be confused with crystal lamellae growth). Hence, the term “crystal size” is used in the following discussion as a synonym for the spherulite size. Figure 10 displays the simulated spherulite size distribution over the normalized thickness in the middle of the tensile specimen (the blue dot in Figure 7 marks the analysis position). It is shown that the mold temperature is the most significant influence on the spherulite size. At the lower mold temperature setting, a higher packing pressure gives rise to slightly smaller spherulites in the midplane (conditions C2 and C4). At the higher mold temperature setting, this effect can be neglected. The melt temperature variation had only a negligible effect on the spherulite size distribution. The decrease of the spherulite size predicted in the middle of all specimens is attributed to different crystallization conditions in this region. Shear decreases towards the midplane, and therefore the effect of shear flow on the spherulitic growth diminishes. This effect was also reported for PP [61].

The simulations predict rather small spherulite sizes. This reflects well the situation in the injection molded samples: the spherulites are very small and coalesce, and hence, their size could not be quantified, neither by optical light microscopy nor by SEM analysis of chemically etched samples. However, it is possible to distinguish different layers over the cross section of the samples in both, the simulated spherulite sizes and light microscopically generated micrographs. As shown in Figure 10, the crystal size is mainly dependent on the mold temperature and the packing pressure. Therefore, only data for condition 1, condition 2, and condition 5 will be discussed in the following. Overlays of these three are shown in Figure 11(a) for condition C1 (low \( T_{\text{mold}} \), low \( p_{\text{pack}} \)), Figure 11(b) for condition C2 (low \( T_{\text{mold}} \), high \( p_{\text{pack}} \)), and Figure 11(c) for condition C5 (high \( T_{\text{mold}} \), low \( p_{\text{pack}} \)). The micrographs were cut at the evaluation position of the crystalline parameters according to Figure 7. Near the mold wall, a skin layer with apparently lower crystallinity and smaller spherulite sizes was formed due to the rapid cooling in this area. For the higher mold temperature setting, this layer is less pronounced. The simulation reflects this skin layer very well for the lower mold temperature setting, predicting an area with rather uniform and very small spherulites. For the higher temperature setting, the “over-the-thickness resolution” in the simulation is too low to get more than one data point in this layer. An interesting aspect of the skin layer is that it is transparent to optical light, which indicates that the spherulites in this region are smaller than the wavelength of visible light. The simulations for all three conditions, C1, C2, and C5, predict spherulite sizes below 250 nm in the corresponding region, which is clearly below the smallest wavelength in the visible spectrum. Thus, the transparency of the skin layer is correctly predicted by the 2.5 D simulation with crystallization kinetics modelling. Beneath this low crystallinity skin layer, an increase of the spherulite size is observed in the simulations. The experimental micrographs also suggest an increasingly dense spherulitic structure towards the specimen center. The optical change in the center of the micrographs is attributed to a change in the morphology as it is also predicted by the simulations. Overall, the micrographs for all conditions at the lower mold temperature setting (C1–C4) were rather similar. No apparent influence of packing pressure or melt temperature could be determined from these micrographs, although indicated in the simulations. The same was also observed for the higher mold temperature setting (C5–C8). Hence, the mold temperature was the only significant influence, which was identified.

From the optical micrographs in the middle of the tensile specimens, the thickness of the skin layer was measured and divided by the specimen’s thickness to obtain the skin ratio (Figure 12). It is obvious that the mold temperature is the dominating processing parameter here. This is in good accordance with the findings from the simulations (Figure 10), where also the influence of the mold temperature was found to be the most significant.

The distribution of the final average crystal size over the specimen’s thickness along the flow path is depicted in Figures 13(a) and 13(b) for the conditions C1 and C5, respectively. The simulations suggest a rather flow path-independent spherulite size distribution with small differences only in the area near the mold wall. These differences are more pronounced for the lower mold temperature setting (condition C1). Here, the thickness of the skin layer with rather small spherulites decreases significantly from the “gate” to the “middle,” whereas no further difference is observed between “middle” and “end.” The explanation for this skin layer difference along the flow path is that the closer to the gate, the earlier the melt front reaches the corresponding area during filling and consequently the more melt passes it until the cavity is full. In this way, more near surface
Figure 11: Final average crystal size in the middle of the tensile specimen for conditions (a) C1, (b) C2, and (c) C5.

Figure 12: Skin ratios for all processing conditions obtained from the experimental micrographs (arithmetic average of 8 measurements, error bars represent standard deviation).
material of the melt shear flow is frozen on the mold wall, which finally leads to thicker skin layers in these areas.

Additionally, experimental micrographs from the positions shown in Figure 13 (gate, middle, and end) are made. Figure 13(c) depicts the skin ratio at these three positions for conditions C1 and C5. The skin ratio and therefore the skin thickness decrease along the flow path. This supports the findings from the simulations shown in Figures 13(a) and 13(b). For C1, the experimental skin ratio decreases from 6.6% at “gate” to 5.2% at “middle” to 4.5% at “end,” whilst the simulations do not show a change from “middle” to “end.” C5, on the other hand, shows a decrease from 4% at “gate” to 3.5% at “middle” to 2.6% at “end” in the experiment and no change from “gate” to “middle” in the simulations. Regarding these small deviations between experiment and simulation, it is assumed that the resolution of the simulation is simply not high enough to represent these small changes in the skin layer precisely. Nevertheless, the results
are in good accordance and the simulations predict the thickness of the skin layer acceptably well.

4.5. Crystalline Orientation Factor. The crystalline orientation factor (COF) in Moldflow is an indicator for the orientation of the crystals. It can reach values between −0.5 and 1, where −0.5 refers to perfect orientation perpendicular to the flow direction, 0 represents random/no orientation, and 1 perfect orientation in flow direction. In Figure 14, the COF distributions for the conditions C1, C2, C5, and C6 are shown. The diagram was reduced to these four conditions since the melt temperature range used in our study was found to have only little influence on the crystalline orientation in this case. In the area near the mold wall, the crystals show a preferred orientation in the flow direction. The thickness of this near surface layer is strongly dependent on the mold temperature. A lower mold temperature setting results in a thicker oriented layer at the specimen’s surface. The reason for this is the higher difference between mold and melt temperature and therefore the higher cooling rate in this area. Orientations are frozen almost immediately and are not able to relax afterwards. A higher melt temperature (not shown in Figure 14) leads to a slightly lower orientation near the mold wall for the low-mold-temperature setting. The packing pressure has no influence on this region since it develops during filling and has already solidified when the packing phase starts. This oriented skin region is followed by a randomly oriented layer and subsequently an inner layer again oriented in flow direction. This second oriented layer is strongly dependent on both, the mold temperature and the packing pressure. Higher mold temperatures and higher packing pressures lead to a decreasing orientation in flow direction in this area. For higher mold temperatures, the polymer stays in the molten state for a longer time, which gives the orientations more time to relax. Surprisingly, a higher packing pressure does not introduce additional orientation in the simulation results. In contrary, it decreases the thickness and orientation level of the inner oriented layer. It is speculated that this is an effect of additional hot melt forced into the cavity during packing. In this way, the material is kept longer above the solidification temperature, and hence, the orientations have more time to relax. From the experimental point of view, the inner oriented layer in the simulations is attributed to the so-called shear layer, which is a typical morphological characteristic of injection molded samples [9, 62]. Additionally to the simulated COF results, experimental orientation measurements by wide-angle X-ray diffraction (WAXD) were also conducted. There, Hermann’s orientation factor (HOF) was evaluated. However, the HOF refers to the orientation of the (100) crystal planes, whilst the crystallization results in Moldflow are calculated with kinetics data on a spherulitic level. Therefore, the comparability of these two parameters is questionable and the presentation of experimental orientation results is foregone in this study.

In analogy to the final average crystal size, the simulated crystalline orientation factors were also evaluated at the three positions “gate,” “middle,” and “end” along the flow path (Figure 15). For both mold temperature settings, a decrease of the crystalline orientation can be observed along the flow path. Thickness and orientation in flow direction of both oriented layers get smaller from the “gate” to the “end”. On the one hand, this is attributed to the different flow and shear conditions during the filling stage. During filling, the maximum shear rate is usually near the mold wall. At the position “gate,” which is filled first, the material that is in contact with the mold wall solidifies rather fast. The cross section of the cavity is reduced, and the position of the maximum shear rate is shifted inwards. This results in the increased thickness of the outer oriented layer. The effect is more pronounced for the lower mold temperature setting since the solidification of the material is much faster here. On the other hand, the steadily reduced cross section towards the gate (through frozen material) results in both increasing shear rates and higher orientations.

Figure 14: Simulated crystalline orientation factor in the middle of the tensile specimen for the conditions C1, C2, C5, and C6.
Consequently, the shear rate decreases along the flow path in the filling as well as in the packing phase, resulting in a decreased orientation in flow direction along the flow path. For the inner oriented layer, a larger orientation decrease is predicted for the higher mold temperature setting due to a smaller cross-section reduction and a higher melt solidification (and thus relaxation) time in this case.

5. Conclusion

In general, a good accordance between injection molding experiments and simulations in terms of fill time, maximum injection pressure, in-cavity pressure, and final average crystal size was achieved. A further improvement is expected by a more detailed monitoring of the injection molding process, for example, melt temperature measurement. For the simulation models, the pressure dependence of the viscosity and the influence of crystallization on the viscosity had to be estimated due to general experimental limitations in these fields. The crystallization results appear promising in terms of crystal size and crystalline orientation, although the latter could not be experimentally proved.

Unfortunately, the determination of the whole crystallization kinetics data set yields rather high experimental effort. It is shown in this study that the injection molding simulation including the crystallization kinetics modelling produces useful results in terms of spherulite size and crystalline orientation. Nevertheless, for basic injection molding simulation applications, for example, filling studies, the effort to determine this parameter set is far too high. Moreover, the crystallization analysis tool in Moldflow is currently only available for 2.5D simulation models. This further limits its application to rather simple geometries and introduces errors for more complex parts. According to the Moldflow support, an integration of this tool for 3D simulations is not planned currently since the commercial demand seems to be rather low at the moment.

In the future, the tensile specimens produced in this study will be analyzed in detail in terms of morphology and mechanical behavior and the results will be presented in a follow-up publication. Additionally, a subsequent study will be carried out on smaller specimens, very thin platelets, which will be injection molded under harsher processing conditions.
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