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Ofshore channel clearance is an essential underwater task to protect vessels and divers efectively, but current underwater target
classifcation relies heavily on operator identifcation. Machine learning provides highly accurate methods for image classifcation
as well as detection. In this paper, a new hybrid quantum-classical classifcation algorithm is proposed. It uses quantum devices to
reduce dimension and denoise data sets, greatly reducing the difculty of classical computer processing data. Using abundant
classical classifcation algorithms, the classifcation problem of diferent scenarios can be processed, improving the classifcation
efciency. Using two kinds of underwater object data sets as examples, the numerical simulation results show that the quantum
algorithm can accurately achieve dimensionality reduction. Tis hybrid algorithm has polynomial acceleration in dimension
reduction than classical methods, even considering the classical readout of quantum data. Te results also show that the
classifcation accuracy of the training set improves from 0.772 to 0.821 compared to the original dataset. Furthermore, diferent
classical classifers can be selected in the case of diferent objects, so this hybrid algorithm has broad application prospects in
diferent felds.

1. Introduction

Underwater target classifcation research is of great signif-
icance in both military and civilian area. In the military area,
it is helpful to fnd mines and torpedoes, etc., and in the
civilian area, it is helpful to fnd fsh schools and underwater
exploration [1]. Underwater detection typically requires
operations that last for several months, making it particu-
larly necessary to have a fast and resource-efcient method.
Active sonar is an essential device for underwater detection
at this stage. However, due to the complex topography of the
seafoor, especially in shallow waters, sediments, reefs,
submarine ridges, and ship radiation, can lead to a large
number of miscellaneous false alarms mixed with echo
signals, so the efciency accurate classifcation of sonar data
critical [2]. Compared with common classifcation problems,
underwater target classifcation faces more challenges.

In the past few decades, the continuous improvement of
computer computing power and machine learning algorithms
have made it possible for more and more tasks that used to be
done by humans to be replaced bymachines [3], such as image
recognition and classifcation. In some areas, machine learning
or artifcial intelligence has shown the ability to surpass the
highest level of humans, such as Alpha-Go and Alpha-Zero.
For a classifcation problem,many algorithms can be used, like
Logistic Regression, Linear Discriminant Analysis, Decision
Tree, Gaussian Process, K Nearest Neighbors, Neural Net,
Random Forest, and Support Vector Machine (SVM) [4]. If
the dimensions of a dataset are much high and have lots of
redundant information, it is necessary to preprocess these data
like dimension reduction (DR).Te commonDRmethods are
Linear Discriminant Analysis, Principal Component Analysis,
Hotelling Transform, Multiple Dimensional Scaling, Isometric
Mapping, and Locally linear embedding [5].
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However, with the continuous development of machine
learning algorithms, the computational resources required
are also increasing. For example, deep neural networks, as
a powerful machine learning model, have achieved many
tasks that were previously difcult for computers to ac-
complish. As its capabilities increase, the resources required
for deep neural networks are enormous and may even in-
crease exponentially with the size of the problem being
processed. To solve this challenge, scientists have proposed
many new computational models [6], and quantum com-
puters are one of them. A quantum computer is a computer
designed according to the principles of quantum mechanics,
which is consistent with the principles of quantum me-
chanics and has advantages that classical computers do not
have [7]. Currently, prototype quantum computers have
been built and have achieved computing power beyond that
of classical computers for specifc problems. If a general-
purpose quantum computer is available, how to use
quantum computers to achieve processing and solving of
classical problems is also an important issue. In the last two
decades, many quantum algorithms have been proposed
[8–11], often with polynomial or exponential speedups over
the corresponding classical algorithms.

In this paper, a new hybrid quantum-classical algorithm
is proposed to achieve the classifcation of data. Te algo-
rithm frst uses the quantum resonant transition algorithm
to reduce the dimensionality of the data and then uses
a classical computer to perform the classifcation process. As
a result, the dimensionality of the data after dimensionality
reduction is much smaller than before dimensionality re-
duction. Usually, the classical classifcation algorithms used
on classical computers are unrestricted. In this paper, we
choose the SVMwith a simple model, strong interpretability,
and good robustness as an example for numerical simula-
tion. Using the underwater sonar dataset, our hybrid al-
gorithm can process these data faster than directly using
classical classifer in theory, and the accuracy also has a little
improvement.

Tis paper is structured as follows. Section 2 briefy
introduces principle component analysis (PCA) di-
mensionality reduction, SVM, and quantum resonant
transition algorithm. Section 3 introduces the hybrid clas-
sifer based on quantum dimensionality reduction, and its
numerical simulation results are shown in Section 4. Section
5 discusses the complexity of algorithm, outlook, and
conclusion.

2. Brief Review of the Theory

2.1. Principal Component Analysis for Dimension Reduction.
Tis section provides a brief introduction to dimensionality
reduction. Dimension reduction is a commonly used tool in
machine learning, which is usually a method of projecting
high-dimensional samples into a low-dimensional space and
retaining as much valid information as possible. In classical
computing, the time that a machine learning algorithm takes
to learn, i.e., the time complexity, usually grows poly-
nomially or exponentially with the dimensionality of the
data to be processed. When the dimensionality of the data to

be processed is enormous, it will greatly increase the time
required for training. However, many times such huge data
dimensions havemuch redundant information. If the critical
information can be retained while the redundant in-
formation is removed, the dimensionality of the data can be
greatly reduced, thus reducing the training time. In addition,
in some cases, dimensionality reduction can also remove
some noise from the data, improve accuracy, reduce the
resources needed for storage, etc.

Tere are several dimensionality reduction methods,
such as decision trees, random forests, and principal
component analysis dimensionality reduction. Here, we only
introduce PCA dimensionality reduction. PCA di-
mensionality reduction can be described as the following
process: the M × N dimensional matrix X composed of
M N- dimensional samples xi is decomposed into singular
values to obtain R nonzero singular values and the M-
dimensional left singular vectors and N- dimensional right
singular vectors correspond to these singular values.Te frst
R right singular vectors are taken, and the projection of the i-
th sample xi on these frst R right singular vectors are
calculated separately, and the new vector formed by these R

projections is the reduced dimensional vector. Te process
can be described by the following equation: M N- di-
mensional vectors xi form the sample matrix, X has

X � 􏽘
R

j�1
σjujv

†
j , (1)

where σj is the j- th singular value from large to small, uj

and vj are the j- th singular vectors, and R is the rank of X.
For the i- th sample vector xi, its reduced dimensional vector
zi can be written as

z
j
i � v

†
jxi, (2)

if the same operation is performed for all samples, the di-
mensionality reduction of the data can be achieved, and
fnally, the new sample matrix Z after dimensionality re-
duction is obtained.

2.2. Support Vector Machine. Support vector machine is
a well-known classifcation algorithm in classical machine
learning, centered on fnding a hyperplane in the sample
space to distinguish between two classes of samples, thus
predicting the classifcation of a new sample classifcation.
Many new techniques based on SVM have also been de-
veloped, leading to nonlinear classifcation and multi-
classifcation tasks. In this paper, the support vector machine
is chosen mainly because of the following reasons: the results
are usually stable for the same samples; they have moderate
computational complexity; they have good interpretability.

SVM can be summarized as the following process: for
linearly divisible samples (Xi, yi), there exists a hyperplane
ωTX + b � 0 to separate them such that the distance from
any sample point to that plane is greater than or equal to 1. ω
and b are the normal vectors and intercepts of the hyper-
plane. For linearly indivisible samples, the original feature
space is frst mapped to a high-dimensional feature space,
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and then there exists a hyperplane ωTφ(X) + b � 0 to
separate them where φ(X) is the mapping function that can
be replaced by a kernel function to simplify the computation
[12]. Te commonly used kernel functions are the poly-
nomial kernel, radial basis function kernel, Laplacian kernel,
and Sigmoid kernel.

2.3. Quantum Resonant Transitions. Quantum resonant
transition (QRT) is a common quantum phenomenon. In
2016, Wang used QRT to design a quantum algorithm for
solving the eigenproblem [13], which solves the energy
spectrum and eigenstates of the molecular Hamiltonian. Li
et al. used this algorithm to achieve the solution of the
eigenenergy and the ground state of the Hamiltonian of the
water molecule on an NMR platform in 2019 [14]. In 2021,
Li et al. used the algorithm to achieve the principal
component analysis of a 4-dimensional Ermey matrix on
a diamond-nitrogen vacancy center and obtained the
maximum singular value corresponding to this density
matrix [15].

Te QRT algorithm is usually implemented by simu-
lating such a Hamiltonian

HQRT �
1
2
ωσz 0〉〈0 I + ω0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌0〉〈0‖ϕ〉〈ϕ;

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

+ |1〉〈1|A + cσxB,

(3)

where σx,y,z is Pauli matrix and c is coupling strength, which
will afect the fnal error. Te frst term is the energy of the
ancillary qubits, ω is usually needed to be adjusted in the
calculation. Te second term is the reference point of the
input state |ϕ〉. Tere are diferent settings in diferent cases
and usually, ω0 takes 0 or 1, which is usually fxed in one
calculation. A is the Hermitian matrix corresponding to the
problem to be solved, such as the covariance matrix A �

XTX corresponding to the sample matrix X mentioned
above. c is the resonance strength, which usually needs to be
smaller than the energy interval of A. B is the matrix de-
scribing the interaction, and the unitary matrix B � I is
taken in the PCA problem. For an initial state |0〉|ϕ〉, the
quantum state has a certain probability of evolving from
|0〉|ϕ〉 to |1〉|Ei〉 when ω0 + ω approaches some eigenvalue
Ei of the matrix A, where |Ei〉 is the eigenstate of the matrix
A corresponding to the eigenvalue Ei. By changing the
parameter ω, the eigenvalues of A can be obtained from the
measurement of the ancillary qubits, and then the corre-
sponding eigenstate can be prepared. In this section, only the
general QRTalgorithm is introduced, and how to use QRTto
achieve PCA dimensionality reduction will be introduced in
the next section.

3. Quantum-Classical Hybrid Classifier

In the previous sections, we have introduced QRT, PCA, and
classical classifcation algorithms. Tis section will describe
how to use these to construct an efective hybrid quantum-
classical classifer.

Tere are many existing classical classifcation algo-
rithms, each of which has its advantages and disadvan-
tages, while quantum computing can solve some problems
efciently due to its parallel and coherent nature. Tis
hybrid algorithm, which uses QRT to achieve PCA-DR
and classical classifer to classify data, combines the two
and gives full play to their respective advantages to ac-
complish the classifcation task more accurately and
efciently.

Here, we assume that the frst R eigenvalues of A are
obtained by arbitrary eigensolver like variational quantum
eigensolver [16], quantum phase estimation [17] and
classical algorithms. Firstly, we prepare the state |xj〉 �

1/‖xj‖􏽐
N
n�1x

n
j |n〉 in quantum register where |n〉 is the

computational basis, xn
j is the n- th element of xj, and ‖xj‖

is the norm of xj. Te input state is |0〉|xi〉. Next, the
core step of QRT-based PCA DR is simulating this
Hamiltonian

HDR �
1
2
ω σz − I2( 􏼁I +|1〉〈1|A +

cπ
2
σyI, (4)

where ω � λk is the resonant parameter. λk is the k-th ei-
genvalue of A. If we set evolution time t � 1/c, the state after
Hamiltonian simulation operator e− iHDR/c is as follows [13]:

xout〉 � 0〉⊗ a
⊥

v
⊥
k

􏼌􏼌􏼌􏼌 〉+
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌1〉⊗ z
k
j vk

􏼌􏼌􏼌􏼌 〉,
􏼌􏼌􏼌􏼌􏼌 (5)

then we use quantum amplitude estimation just for ancilla
qubit to obtain the element zk

j of sample after DR.
Repeating it for each sample vector xi and frst R ei-

genvalues, the fnal matrix Z after PCA-DR can be obtained
in classical. Taking Z and zq as the input data, diferent
classical classifer can be chosen to predict the label yq. Te
algorithm is shown in Algorithm 1:

Since the classical data can be delivered after the
quantum algorithm, the classical classifcation algorithm can
be selected according to the requirements and data char-
acteristics, and there is no restriction here. Te issues of
partial complexity and validity of quantum algorithms will
be discussed in the next chapter.

Te sign of values after DR should not be ignored in
machine learning generally, but the most quantum ampli-
tude estimate method cannot obtain it directly. Tis is
a common problem in quantum algorithms, and here, we
give a method to calculate the sign of each value.

In classical PCA-DR, a negative sign can be added to the
eigenvector vj without afecting the result. However, once
the eigenvectors are determined, the eigenvectors cannot be
changed in all subsequent projection calculations. Similarly,
we need to choose an eigenstate as the reference state in the
quantum algorithm. Here, we take an eigenstate as an ex-
ample to show the processing of obtaining the sign of values
by quantum circuit.

Te frst step of this method is to choose the reference
state. For the j-th eigenvector, we set |x〉 as the reference
state if it satisfes |〈vj|x〉|≥ ϵ and prepare this state
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|ψ〉 �
1
�
2

√ 0〉|0〉|x〉 +|1〉|0〉 xi

􏼌􏼌􏼌􏼌 〉
􏼌􏼌􏼌􏼌􏼐 􏼑, (6)

where xi is the sample state to be reduced. By using our
QRT-DR algorithm, the fnal state is

|0〉 |0〉⊗ a
⊥

v
⊥
j

􏼌􏼌􏼌􏼌􏼌 〉 +|1〉⊗ z
j

vj

􏼌􏼌􏼌􏼌􏼌 〉􏼒 􏼓

+|1〉 |0〉⊗ a
⊥
i v
⊥
j

􏼌􏼌􏼌􏼌􏼌 〉+
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌1〉⊗ z
j
i vj

􏼌􏼌􏼌􏼌􏼌 〉􏼒 􏼓,

(7)

then the Hadamard gate Hd is applied to the frst ancilla
qubit, and the state is

1/
�
2

√
0〉 0〉⊗ a⊥ + a⊥i( 􏼁 v⊥j

􏼌􏼌􏼌􏼌􏼌 〉+
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌1〉⊗ zj + zji􏼐 􏼑 vj
􏼌􏼌􏼌􏼌􏼌 〉􏼒 􏼓

+
1

�
2

√
1〉 0〉⊗ a⊥ + a⊥i( 􏼁 v⊥j

􏼌􏼌􏼌􏼌􏼌 〉+
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌1〉 zj + zii􏼐 􏼑⊗ vj
􏼌􏼌􏼌􏼌􏼌 〉􏼒 􏼓

,
(8)

using the quantum amplitude estimation [18], the sign of z
j
i

can be obtained

z
j

i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � z
j

i , if z
j

+ z
j

i ≥ z
j
,

z
j
i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � −z
j
i , if z

j
+ z

j
i ≤ z

j
,

⎧⎪⎨

⎪⎩
(9)

the sign of z
j
i can be recovered by this method, and it just

needs an extra qubit and repeats QRT-DR again, which just
adds a constant for the complexity.

How to prepare the input state in a quantum computer is
an open question now, and some methods such as quantum
random access memory [19, 20] can do this in principle. It is
supposed that we can prepare the initial state |0〉 ⊗ |xi〉, for
a time evolution operator like simulation e− iHDR/c, the
complexity is O(s log(N)/c) [21–24], where s is the sparsity
of A. In QRT, the accuracy ϵ is related to c as follows:
c � O(ϵ), and the complexity of amplitude estimation for the
second term in equation (5) with accuracy ϵ is O(1/ϵ). Te
dimensionality reduction is performed for M samples,
considering R eigenvalues, so the total complexity is
O(sMR log(N)/ϵ2). We have considered the readout job of
quantum data; therefore, the complexity is just polynomial
with R. Furthermore, some quantum classifcation algo-
rithms are the potential to solve this problem [25, 26], like
QSVM and QCNN, and it is an interesting work to develop

a full quantum DR algorithm by QRT, which the input and
output are both quantum data [27–29]. By using a quantum
classifer to avoid the classical readout of quantum data, this
quantum DR method may achieve better speedup for
classifcation tasks. Te complexity of the classical classifer
part is determined by specifc algorithms. For example, the
complexity of support vector machines is usually from
O(R2) to O(R3).

4. Numerical Simulation Results

Te sonar data set is Connectionist Bench (Sonar, Mines vs.
Rocks) Data Set. It consists of 208 samples, including
111 mine samples and 97 rock samples, all of which are
refected waves of acoustic signals received from diferent
directions in diferent states, with 60 input features and 1
output feature [30].

Te cross plot can show the close degree of the re-
lationship between the data. Since the characteristics of
sonar change from low frequency to high frequency, the
sample data are obtained according to time. Te cross plot is
used to refect the correlation degree between the data
samples. Figures 1(a) and 1(b) show the cross plots between
sample 1, 2 and 2, 30, respectively, from which we can see
that the degree of correlation of 1, 2 is higher than that of
2, 30.

Tis section uses a classical classifer to classify the
original data. Ten, we simulate the quantum PCA-DR
processing the original data before the same classifer as
a comparison.

4.1. Performance of Classifer without Diemension Reduction.
Te data are divided into 70% training set and 30% test set.
Random_state is a random seed, which is used as a pa-
rameter in any class or function with randomness to control
the random pattern [31]. Determining random_state ensures
that the model is built the same each time, the generated
dataset is the same, and the splitting result is the same each
time. Normally, random_state is set to 42.

Commonly used classifcation algorithms include lo-
gistic regression, linear discriminant analysis, decision tree,
Gaussian process, K nearest neighbors, neural net, random
forest, and SVM, using the default optimization parameter

Require: Sample matrix X ∈ R(M+1)×N where M + 1 row is q.
Ensure: Predicted label yq.
(1) solve the frst R singular values σ of the matrix X using eigensolver.
(2) for j� 1 to M+ 1 do
(3) prepare initial state |xj〉 � 1/‖xj‖􏽐

N
n�1x

n
j |n〉.

(4) for k� 1 to R do
(5) construct operator e− iHDR/c where ω � σk, and apply it on |xj〉.
(6) estimate the amplitude of state |xout〉 and obtain zk

j .
(7) end for
(8) end for
(9) use classical classifer to predict the label yq of zq.

ALGORITHM 1: Hybrid quantum-classical classifcation algorithm.
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to compare algorithms. However, diferent features often
have diferent dimensions, which may result in a large
diference in values. When spatial distance calculation or
gradient descent method is involved, the accuracy of data
analysis results will be afected if it is not processed. In order
to eliminate the impact that may be caused by the diference
in dimensionality and value range between features, the data
set is frst standardized to eliminate the impact of di-
mensionality between data, and the result will be more
accurate. Table 1 shows the accuracy of each algorithm after
normalization. Te bold value 0.745 is the highest accuracy
among these classifcation algorithms under the same
conditions.

Te performance of SVM is primarily determined by the
kernel function, and the common types of basis kernel
functions are linear, polynomial, Gaussian (RBF), and
Sigmoid [32]. Te choice of kernel function currently has no
set of theories to judge directly and relies mainly on training
and testing, so we choosemultiple parameters to perform the
calculation.

K-fold cross-validation can evade the limitation and
specifcity of data set division [33]. Te original data are
divided into K groups, the frst part is used as the test set and
the rest as the training set, the accuracy is calculated on the
test set, and the above-given steps are repeated K times each
time with diferent parts as the test set, and the average
accuracy is the ultimate accuracy.

Box diagram in Figure 2 can refect the distribution
characteristics of original data, is not afected by outliers, and
can describe the discrete distribution of data relatively stable
way. Te box diagram provides a clear view of the distri-
bution of accuracy calculated during cross-validation. SVM
performs well in processing this dataset, so we choose SVM.

Te penalty coefcient C is used to control the loss
function, which is the tolerance for error. Too large a value of
C will result in overftting [34], and it is generally necessary
to select a suitable C by cross-validation. We search for the
optimal parameters as well as the kernel function in the
range of [0.1, 0.3, 0.5, 0.7, 0.9, 1.0, 1.3, 1.5, 1.7, 2]. After
normalizing and dividing the data set, the optimal

parameters are determined using the grid search method
within the range of penalty coefcients, kernel functions
[“linear,” “poly,” “rbf,” “sigmoid”], using the default gamma
and K � 7 cross-validation.

From Table 2, we can get that when C � 2, kernel = rbf,
the bold value 0.779 is the highest accuracy of the training
set, and the accuracy of the test set with corresponding
parameters is 0.905.
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Figure 1: Cross plots between two samples. Each point corresponds to an attribute, and the abscissa and the ordinate represent values on
each sample. (a) Sample 1 and 2. (b) Sample 2 and 30.

Table 1: Comparison of diferent methods.

Approaches Accuracy
LR 0.711
LDA 0.656
KNN 0.712
CART 0.683
NB 0.654
SVM 0. 45

ScaledLDA ScaledKNN ScaledCART ScaledNB ScaledSVMScaledLR

0.5

0.6

0.7

0.8

0.9

1.0

Figure 2: Box diagram of diferent algorithm accuracies. Te data’s
maximum, upper quartile, median, lower quartile, minimum, and
outlier are displayed from top to bottom.Te positions of the upper
and lower quartile are the 75% and 25% of all the values in the
sample arranged from small to large.
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4.2. Performance of Classifer after Diemension Reduction.
Tese classifcation algorithms are also used to classify the
data after quantum DR, and the result is shown in Figure 3.
Tis QRT-based PCA-DR algorithm in Section 3 is simu-
lated in our classical computer.

Figure 3 is a line graph of the classifcation accuracy of
support vector machine with the “rbf” kernel function and
reduced data set. It can be seen from the graph that the
accuracy of the training set after dimension reduction is
improved almost to diferent degrees. When C � 2, the
accuracy of the training set is 0.821, and that of the test set is
0.921. It can be found that the accuracy of both the training
set and the test set is improved after the data DR.

5. Conclusion

In this paper, we propose a new quantum-classical hybrid
classifcation algorithm, which can take advantage of the
high-speed computing power of quantum devices and the
diversity of classical algorithms. It employs QRT-based PCA
dimension reduction and uses classical classifes the data.
Te quantum PCA dimension reduction algorithm can
reduce the dimension from N to R for M samples in time

O(sMR log(N)/ϵ2). Tis new hybrid algorithm uses
a quantum method to solve the hard problem and highly
improve the speed of classifcation. For some data sets, such
as sonar data in our numerical simulation, this hybrid al-
gorithm improves the accuracy of classifcation from 0.772
to 0.821. Similar to common classifcation problems, dif-
ferent classic classifers may be chosen for objects with
diferent characteristics. In the future, it may need to quickly
process the data from the detector and make an accurate
classifcation.

Data Availability
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corresponding author upon request. Te sonar data set is
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bench+(sonar,+mines+vs.+rocks).

Conflicts of Interest

Te authors declare that they have no conficts of interest.

Authors’ Contributions

Furong Wang and Fan Yang contributed equally to
this work.

Acknowledgments

Tis research was supported by the National Basic Research
Program of China and Shanxi Scholarship Council of China
(2020-108). Te authors gratefully acknowledge the support
from the National Natural Science Foundation of China
under Grant nos. 11974205 and 11774197; the National Key
Research and Development Program of China under Grant
no. 2017YFA0303700; and the Key Research and Develop-
ment Program of Guangdong province under Grant no.
2018B030325002, and L. He was supported by Graduate
Education Innovation Project of Shanxi Province (Grant no.
2022Y593).

References

[1] K. Schmid, J. A. Reis-Filho, E. Harvey, and T. Giarrizzo,
“Baited remote underwater video as a promising non-
destructive tool to assess fsh assemblages in clearwater
Amazonian rivers: testing the efect of bait and habitat type,”
Hydrobiologia, vol. 784, no. 1, pp. 93–109, 2017.

[2] B. Liu, Z. Liu, S. Men et al., “Underwater hyperspectral im-
aging technology and its applications for detecting and
mapping the seafoor: a review,” Sensors, vol. 20, no. 17,
p. 4962, 2020.

[3] D. Silver, J. Schrittwieser, K. Simonyan et al., “Mastering the
game of Go without human knowledge,” Nature, vol. 550,
no. 7676, pp. 354–359, 2017.

[4] H. Liu, J. Chen, and G. Chen, “Review of classifcation al-
gorithms for data mining,” Journal of Tsinghua University,
vol. 42, pp. 727–730, 2002.

[5] X. Xu, T. Liang, J. Zhu, D. Zheng, and T. Sun, “Review of
classical dimensionality reduction and sample selection

Table 2: Accuracy under diferent parameters.

C
Kernel

Linear Poly rbf Sigmoid
0.1 0.738 0.469 0.545 0.636
0.3 0.711 0.585 0.704 0.704
0.5 0.717 0.613 0.683 0.718
0.7 0.718 0.669 0.738 0.704
0.9 0.718 0.710 0.759 0.704
1.0 0.725 0.732 0.766 0.697
1.3 0.719 0.759 0.772 0.690
1.5 0.718 0.766 0.772 0.683
1.7 0.732 0.759 0.772 0.683
2 0.739 0.759 0.  9 0.690

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

AC
CU

RA
CY

0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.000.00
C

original
after DR

Figure 3: Te variation of SVM algorithm accuracy with penalty
coefcient C. Te kernel is rbf here.

6 Quantum Engineering

https://archive.ics.uci.edu/ml/datasets/connectionist+bench+(sonar,+mines+vs.+rocks)
https://archive.ics.uci.edu/ml/datasets/connectionist+bench+(sonar,+mines+vs.+rocks)


methods for large-scale data processing,” Neurocomputing,
vol. 328, pp. 5–15, Feb. 2019.

[6] J. Dean, D. Patterson, and C. Young, “A new golden age in
computer architecture: empowering the machine-learning
revolution,” IEEE Micro, vol. 38, no. 2, pp. 21–29, 2018.

[7] G. Carleo, I. Cirac, K. Cranmer et al., “Machine learning and
the physical sciences,” Reviews of Modern Physics, vol. 91,
no. 4, p. 45002, 2019.

[8] I. Kerenidis and A. Prakash, “Quantum recommendation
systems,” 2017, https://arxiv.org/abs/1603.08675.

[9] A. Harrow, A. Hassidim, and S. Lloyd, “Quantum algorithm
for linear systems of equations,” Physical Review Letters,
vol. 103, no. 15, Article ID 150502, 2009.

[10] B. Duan, J. Yuan, Y. Liu, and D. Li, “Efcient quantum circuit
for singular-value thresholding,” Physical Review A, vol. 98,
no. 1, Article ID 012308, 2018.

[11] S. Lloyd, M. Mohseni, and P. Rebentrost, “Quantum principal
component analysis,” Nature Physics, vol. 10, no. 9, pp. 631–
633, Jul. 2014.

[12] O. Chapelle, P. Hafner, and V. N. Vapnik, “Support vector
machines for histogram-based image classifcation,” IEEE
Transactions on Neural Networks, vol. 10, no. 5, pp. 1055–
1064, Sept. 1999.

[13] H. Wang, “Quantum algorithm for obtaining the eigenstates
of a physical system,” Physical Review A, vol. 93, no. 5, Article
ID 052334, May 2016.

[14] Z. Li, X. Liu, H.Wang et al., “Quantum simulation of resonant
transitions for solving the eigenproblem of an efective water
Hamiltonian,” Physical Review Letters, vol. 122, no. 9, Article
ID 090504, 2019.

[15] Z. Li, Z. Chai, Y. Guo et al., “Resonant quantum principal
component analysis,” Science Advances, vol. 7, no. 1, Article
ID eabg2589, Aug. 2021.

[16] M. Cerezo, A. Arrasmith, R. Babbush et al., “Variational
quantum algorithms,” Nature Reviews Physics, vol. 3, no. 9,
pp. 625–644, 2021.

[17] M. A. Nielsen and I. Chuang, Quantum Computation and
Quantum Information, Cambridge University Press, Cam-
bridge, UK, 2002.

[18] G. Brassard et al., Quantum Amplitude Amplifcation and
Estimation, Cambridge University Press, Cambridge, UK,
2000.

[19] V. Giovannetti, S. Lloyd, and L. Maccone, “Architectures for
a quantum random access memory,” Physical Review A,
vol. 78, no. 5, Article ID 052310, 2008.

[20] R. Asaka, K. Sakai, and R. Yahagi, “Quantum random access
memory via quantum walk,” Quantum Science and Tech-
nology, vol. 6, no. 3, Article ID 035004, May 2021.

[21] R. Babbush, D. W. Berry, and H. Neven, “Quantum simu-
lation of the Sachdev-Ye-Kitaev model by asymmetric
qubitization,” Physical Review A, vol. 99, no. 4, Article ID
040301, 2019.

[22] C. F. Chen, H. Y. Huang, R. Kueng, and J. A. Tropp,
“Concentration for random product formulas,” PRX Quan-
tum, vol. 2, no. 4, Article ID 040305, 2021.

[23] C. Cirstoiu, Z. Holmes, J. Iosue, L. Cincio, P. J. Coles, and
A. Sornborger, “Variational fast forwarding for quantum
simulation beyond the coherence time,” Npj Quantum Inf,
vol. 6, no. 1, p. 82, 2020.

[24] G. H. Low and I. L. Chuang, “Hamiltonian simulation by
qubitization,” Quantum, vol. 3, p. 163, 2019.

[25] M. Sajjan, J. Li, R. Selvarajan et al., “Quantum machine
learning for chemistry and physics,”Chemical Society Reviews,
vol. 51, no. 15, pp. 6475–6573, 2022.

[26] J. Li and S. Kais, “Quantum cluster algorithm for data clas-
sifcation,” Mater Teory, vol. 5, no. 1, p. 6, 2021.

[27] N. Mahmud, B. Haase-Divine, A. MacGillivray, and E. El-
Araby, “Quantum dimension reduction for pattern recogni-
tion in high-resolution spatio-spectral data,” IEEE Trans-
actions on Computers, vol. 71, no. 1, pp. 1–12, 2022.

[28] Y. C. Li, R. G. Zhou, R. Xu, W. Hu, and P. Fan, “Quantum
algorithm for the nonlinear dimensionality reduction with
arbitrary kernel,” Quantum Science and Technology, vol. 6,
no. 1, Article ID 014001, 2021.

[29] S. Wei, Y. Chen, Z. Zhou, and G. Long, “A quantum con-
volutional neural network on NISQ devices,” AAPPS Bulletin,
vol. 32, pp. 2–11, 2022.

[30] B. Erkmen and T. Yildirim, “Improving classifcation per-
formance of sonar targets by applying general regression
neural network with PCA,” Expert Systems with Applications,
vol. 35, no. 1-2, pp. 472–475, 2008.

[31] Z. Xu, Q. Zhang, S. Xiang et al., “Monitoring the severity of
pantana phyllostachysae chao infestation in moso bamboo
forests based on UAV multi-spectral remote sensing feature
selection,” Forests, vol. 13, no. 3, p. 418, 2022.

[32] F. Wang, K. He, Y. Liu, L. Li, and X. Hu, “Research on the
selection of kernel function in SVM based facial expression
recognition,” in Proceedings of the 2013 IEEE 8th Conference
on Industrial Electronics and Applications (ICIEA),
pp. 1404–1408, Melbourne, Australia, June 2013.

[33] M. S. Santos, J. P. Soares, P. H. Abreu, H. Araujo, and
J. Santos, “Cross-validation for imbalanced datasets: avoiding
overoptimistic and overftting approaches research frontier,”
IEEE Computational Intelligence Magazine, vol. 13, no. 4,
pp. 59–76, Nov. 2018.

[34] M. Awad and R. Khanna, “Support Vector Regression,” Ef-
fcient Learning Machines, Apress, Berkeley, CA, USA, 2015.

Quantum Engineering 7




