Research Article

An Adaptive Sparse Regularization Method for Response Covariance-Based Structural Damage Detection

Jian-Fu Lin,1 Wei-Lin Wu,1,2 Jian-Liang Huang,2 Jun-Fang Wang,3 Wen-Xin Ren,3 Yi-Qing Ni,4 and Li-Xin Wang1

1Center of Safety Monitoring of Engineering Structures, Shenzhen Academy of Disaster Prevention and Reduction, China Earthquake Administration, Shenzhen 518003, China
2Department of Applied Mechanics and Engineering, School of Aeronautics and Astronautics, Sun Yat-Sen University, Shenzhen 518107, China
3MOE Key Laboratory for Resilient Infrastructures of Coastal Cities, College of Civil and Transportation Engineering, Shenzhen University, Shenzhen 518060, China
4Hong Kong Branch of National Rail Transit Electrification, Automation Engineering Technology Research Center, Department of Civil and Environmental Engineering, The Hong Kong Polytechnic University, Kowloon, Hong Kong, China

Correspondence should be addressed to Jun-Fang Wang; jf.wang@szu.edu.cn

Received 24 September 2022; Revised 11 December 2022; Accepted 14 December 2022; Published 9 February 2023

Copyright © 2023 Jian-Fu Lin et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Structural damage detection is usually an ill-posed inverse problem due to the contamination of measurement noise and model error in structural health monitoring. To deal with the ill-posed damage detection problem, $l_2$-regularization is widely used. However, $l_2$-regularization tends to provide nonsparse solutions and distribute identified damage to many undamaged elements, potentially leading to false alarms. Therefore, an adaptive sparse regularization method is proposed, which considers spatially sparse damage as a prior constraint since structural damage often occurs in some locations with stiffness reduction at the sparse elements out of the large total number of elements in an entire structure. First, a response covariance-based convex cost function is established by incorporating an $l_1$-regularized term and an adaptive regularization factor to formulate the sparse regularization-based damage detection problem. Then, optimal sensor placement is conducted to determine the optimal measurement locations where the acceleration responses are adopted for computing the response covariance-based damage index and cost function. Further, the predictor-corrector primal-dual path-following approach, an efficient and robust convex optimization algorithm, is applied to search for solutions to the damage detection problem. Finally, a comparison study with the Tikhonov regularization-based damage detection method is conducted to examine the performance of the proposed adaptive sparse regularization-based method by using an overhanging beam model subjected to different damage scenarios and noise levels. The numerical study demonstrates that the proposed method can effectively and accurately identify damage under multiple damage scenarios with various noise levels, and it outperforms the Tikhonov regularization-based method in terms of high accuracy and few false alarms. The analyses on time consumption, adaptiveness of the sparse regularization factor, model-error resistance, and sensor number influence are conducted for further discussions of the proposed method.

1. Introduction

Structural degradation is inevitable in civil structures because they are subjected to complicated environments and extreme events in their service life. Structural degradation may threaten the functionality and safety of civil structures and even leads to catastrophic consequences. To ensure the safety of civil structures, structural damage detection is a cutting-edge technology developed in the past decades. Vibration-based damage detection methods have attracted much attention [1–15]. However, damage detection is usually an ill-posed inverse problem in structural health monitoring, and regularization methods play an important role in dealing with the ill-posed damage detection problem.
Tikhonov regularization ($l_2$-regularization) is a widely used regularization method for damage detection [16]. Titurus and Friswell [17] presented a sensitivity-based approach for integrating with Tikhonov regularization for model updating. Weber et al. [18] applied the Tikhonov regularization to a nonlinear structural damage problem. Li and Law [19] proposed an adaptive Tikhonov regularization method for damage detection, which could successfully identify damage locations and extents under considerable noise interruption. Zhu et al. [20] developed a sensitivity-based model updating approach for damage identification with unknown input excitation by adopting the Tikhonov regularization. An important reason for the wide application of Tikhonov regularization is that it has a closed-form solution and it is convenient to determine the regularization factor. However, the Tikhonov regularization tends to provide non-sparse solutions and distribute identified damage to many elements, thereby potentially resulting in false alarms.

Recently, $l_1$-regularization methods have attracted increasing interest in different aspects of structural health monitoring, including lost data recovery, load estimation, and damage detection [21, 22]. Especially many efforts have been devoted to the issue of $l_1$-regularization-based damage detection. Zhou et al. [23] investigated $l_1$-sparse-regularization-based structural damage detection, and the proposed method could effectively identify damage locations and extents in numerical studies in the condition with a small number of sensors, incomplete modal parameters, and measurement noise. Hernandez [24] minimized the incomplete spectrum-based cost function integrated with $l_1$-regularization for the damage detection of isolated structural damage of a beam model and a plane model. Zhou et al. [25] discussed the effects of the number of measurement data, damage severity, number of damages, and noise level on the $l_1$-regularization-based damage detection in the frequency domain. Wu and Zhou [26] and Hou et al. [27] applied an $l_1$-regularized model updating method to structural damage detection by taking advantage of modal frequencies and the combination of modal frequencies and mode shapes, and both numerical and experimental studies showed that the proposed method can reach more accurate results than the traditional $l_2$-regularized damage detection approach. Later, Hou et al. [28] employed the elastic net method, which combines $l_1$-and $l_2$-regularization to solve the damage detection problem, and it was demonstrated that either single or grouped damaged elements could be more effectively identified. Besides, Fan et al. [29] studied the sparse damage identification of piezoelectric ceramic by detecting resonance frequency shifts in the impedance. Further, Yue et al. [30] and Luo and Yu [31] have conducted comparative studies among different regularization strategies with $l_p$-norm constraints, for revealing the advantages of sparse regularization in damage detection. These studies mentioned above mainly used frequency-domain damage detection methods adopting natural frequencies or mode shapes as damage indexes. Although these methods do not require the measurement of excitations, modal parameters are often not sensitive enough to local damage because low-order modes are mainly used, while higher-order mode shapes are hard to obtain and sensitive to noise. Also, the extraction of completed mode shapes needs the installation of a large number of sensors, which is very difficult for a large structure. Alternatively, some other researchers integrated time-domain damage indexes with $l_1$-regularization for damage detection. Zhang and Xu [32] proposed an $l_1$-regularization-based damage detection method by directly using acceleration time history as a damage index, and both numerical and experimental studies have shown that the proposed approach could achieve more accurate results than the traditional $l_2$-regularized damage detection approach. Smith and Hernandez [33] presented an impulse response sensitivity-based approach enhanced by the LASSO algorithm to detect spatially sparse damage. Mountassir et al. [34] used ultrasonic response to detect damage in a steel tube based on sparse regularization. Chen et al. [35] proposed a novel $l_1$-regularization-based approach to identify the bridge influence line for damage identification.

For regularization-based damage detection methods, the regularization factor plays an important role to control the tradeoff between the data fidelity and solution size, and thus significantly influences the accuracy and stability of the solution. In contrast to the $l_2$-regularization-based methods, the suitable $l_1$-regularization factor is more difficult to obtain. Because there is no closed-form solution for the $l_1$-regularized problems, the regularization factor is generally acquired according to some empirical selection strategies. Mascarenas et al. [36] heuristically selected a fixed value of 1.0 as the $l_1$-regularization factor for compressed sensing data reconstruction in structural health monitoring. Yang and Nagarajaiah [37] adopted the $l_1$-regularized least-squares algorithm to solve the modal identification problem with the regularization parameter of 0.01, and the solution was not sensitive to the regularization parameter. Wang and Lu [38] proposed a threshold setting method to properly determine the sparse regularization parameter for a damage identification approach that combined the incomplete modal data with the sparse regularization. Zhang and Xu [32] developed a reweighted $l_1$-regularization method for enhancing the sparsity of solutions and alleviating the difficulty in choosing an appropriate regularization parameter. Lai and Nagarajaiah [39] employed the Akaike information criterion to determine the optimal sparse regularization factor for semi-supervised structural linear/nonlinear damage detection and characterization. Malioutov et al. [40] used the discrepancy principle to select a regularization factor in a sparse signal reconstruction study, and the factor was employed for matching the residue of the solution to some known statistics of noise. Hou et al. [41] discussed two feasible strategies to determine a sparse regularization parameter for $l_1$-regularized damage detection. The first one selects a compromised regularization parameter to ensure that both the residue and the solution are small enough, and the other one is based on the discrepancy principle, which requires that the variance of the discrepancy between the calculated and measured responses is close to the variance of the measurement noise. Yao et al. [42] attempted to select the regularization parameter based on the $L$-curve of data misfit versus model constraints for
localizing seismic sources, and it was realized by minimizing the $L_2$-norm of the difference between the observed and modeled waveforms penalized by the $L_1$-norm of the seismic source vector. Later, the L-curve criterion is similarly used to select a suitable regularization factor for some other $L_1$-regularization-based damage detection studies [30]. Moreover, the cross-validation algorithm was usually adopted to select the regularization factor for the elastic net-based damage detection method [33]. Although there are various investigations on the selection strategies of the $L_1$-regularization factor, an adaptive regularization factor with a mathematical expression for automatic updating is rarely reported.

Therefore, this study aims at developing an adaptive sparse regularization-based damage detection method, which iteratively solves the damage identification results through the minimization of a new response covariance-based cost function incorporating an $L_1$-regularized term and an adaptive regularization factor. The methodology of the proposed adaptive sparse regularization-based structural damage detection is formulated in Section 2, and a procedure for implementing the proposed method is also described in this section. A comparison study is conducted in Section 3, where the proposed adaptive sparse regularization (ASR)-based and the Tikhonov regularization (TR)-based damage detection methods are comprehensively compared with other damage detection methods. In Section 4, the analyses on time consumption, adaptiveness of the sparse regularization factor, model-error resistance, and sensor number influence are conducted for further discussions of the proposed method. Finally, conclusions are drawn in Section 5.

2. Methodology

2.1. Inverse Problem in Damage Detection. The equation of motion of a linear-elastic damped structural system with N degrees-of-freedom (DOFs) can be written as follows:

$$\mathbf{M}\ddot{\mathbf{x}} + \mathbf{C}\dot{\mathbf{x}} + \mathbf{K}\mathbf{x} = \mathbf{F},$$

where $\mathbf{M}$, $\mathbf{C}$, and $\mathbf{K}$ are the mass, damping, and stiffness matrix, respectively; $\ddot{\mathbf{x}}$, $\dot{\mathbf{x}}$, and $\mathbf{x}$ are the acceleration, velocity, and displacement response vector, respectively; $\mathbf{F}$ is the excitation force vector; $\mathbf{L}_p$ is the mapping matrix relating the excitation force to specific DOFs of the structure.

The response covariance-based damage index, which was proposed by Lin and Xu [7], is adopted in this paper. This time-domain index is effective for structural damage identification using a limited number of sensors, and it is sensitive to local damages and insensitive to measurement noise. The response covariance-based damage index vector $\mathbf{V}_{pq}$ can be expressed as comprehensively by using an overhanging beam model subjected to different levels of noise in different damage scenarios. In Section 4, the analyses on time consumption, adaptiveness of the sparse regularization factor, model-error resistance, and sensor number influence are conducted for further discussions of the proposed method. Finally, conclusions are drawn in Section 5.

$$\mathbf{V}_{pq} = \begin{bmatrix} C_{p,q_1}(\tau_0) & C_{p,q_1}(\tau_0) & \cdots & \cdot & \cdot & C_{p,q_1}(\tau_0) \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ C_{p,q_{nt}}(\tau_0) & C_{p,q_{nt}}(\tau_0) & \cdots & \cdot & \cdot & C_{p,q_{nt}}(\tau_0) \end{bmatrix},$$

where $C_{pq}(\tau)$ is the normalized cross-covariance function, and the subscript $pq$ indicates that the function is calculated from responses recorded by the sensors $p$ and $q$, respectively; $p_i \in [p_1, \ldots, p_n]$ and $q_j \in [q_1, \ldots, q_m]$, the subscript $i$ or $j$ denotes the $i^{th}$ or the $j^{th}$ sensor, and the subscript $t$ denotes the total number of the sensors; $\ddot{\mathbf{d}}_p(t)$ and $\ddot{\mathbf{d}}_q(t)$ are the acceleration responses recorded by the sensors $p$ and $q$; $\ddot{\mathbf{d}}_p(t)$ and $\ddot{\mathbf{d}}_q(t)$ with the hat ‘ represent the normalized acceleration responses; the normalized factors $\sigma^0_p$ and $\sigma^0_q$ are the standard deviations of $\ddot{\mathbf{d}}_p$ and $\ddot{\mathbf{d}}_q$, respectively, and the superscript 0 denotes the response recorded from the intact structure; $t$ is the time variable, $r$ is the time lag, and $nt$ is the time lags number; the superscript $T$ represents the operation of matrix transposition and $E[*]$ is the expectation operation. Since the acceleration responses have different orders of magnitude influenced by the excitation and sensor locations, they are normalized in equation (3) to relieve the ill-posed problem in the subsequent damage detection.

With local structural damages assumed as linear stiffness reduction happening to specific elements of the structure, the global stiffness matrix for the structure’s damage state is expressed as the sum of element stiffness matrixes in the following:

$$K_d \equiv \sum_{i=1}^{ne} \alpha_i K_e = \sum_{i=1}^{ne} (1 + \Delta \alpha_i) K_e; \ (0 \leq \alpha_i \leq 1, -1 \leq \Delta \alpha_i \leq 0),$$

where $K_d$ and $K_e$ are the global stiffness matrix of the damaged structure and the element stiffness matrix of the $i^{th}$ element, respectively, and the superscript $d$ of $K_d$ denotes the damaged state for the global stiffness matrix; $\alpha_i \in \alpha$ is the coefficient of stiffness matrix corresponding to the $i^{th}$ element; $\Delta \alpha_i \in \Delta \alpha$ is the fractional change in stiffness of the $i^{th}$ element.
element; the notation $a$ denotes a vector of the coefficients of the stiffness matrix; $\Delta a$ denotes the vector of the total fractional stiffness change in the damage elements; $n_e$ denotes the total element number of the structure.

A sensitivity-based damage detection approach is employed by cooperating with the response covariance index vector. The measured response covariance-based damage index vector $V_{pq}^m$ is obtained from the measured responses by using equation (2), in which the superscript $m$ and the subscript $pq$ denote that the index vector is computed by using the measurement responses recorded by the sensors $p$ and $q$. The measured damage index vector $V_{pq}^m$ can be expressed in a first-order Taylor expansion as follows:

$$V_{pq}^m = V_{pq}^c + \frac{\partial V_{pq}^c}{\partial a} \Delta a,$$  

(5)

where $V_{pq}^c$ is the computed response covariance-based damage index vector, in which the superscript $c$ and the subscript $pq$ denote that the index vector is computed by using the calculated responses of the sensors $p$ and $q$ from the finite element (FE) model. Equation (5) can be further rewritten as equation (6), which is a linear damage detection equation integrated with the iterative Gaussian–Newton algorithm.

$$\Delta a^{k+1} = \arg\min_{\Delta a^{k+1}} J(\Delta a^{k+1}, \lambda^{k+1}) = \arg\min_{\Delta a^{k+1}} \left\| S^k \Delta a^{k+1} - \Delta V_{pq}^k \right\|_2 + \lambda^{k+1} \left\| \sum \Delta a^{k+1} \right\|_1,$$  

(9)

where $\Delta a^{k+1}$ is gradually calculated at each iteration; the regularization factor $\lambda^{k+1}$ can be obtained by using the L-curve criterion [16]. The accumulated stiffness reduction vector $\Delta a$ can be obtained by

$$\Delta a = \sum \Delta a^{k+1}.$$  

Thereafter, the corresponding locations and severities of damage are consequently identified and embodied by $\Delta a$, in which $\Delta a_i = \sum \Delta a_i^{k+1}$ indicates the damage severity of the $i$th element.

2.2. Adaptive Sparse Regularization for Damage Detection. Considering the sparsity of the structural damage, a new convex cost function with sparse regularization is proposed to not only stabilize the ill-posed problem but also enforce sparsity in the solution. By replacing the $l_2$-regularized term and the regularization factor $\lambda$ in equation (9) with a new $l_1$-regularized term and an adaptive regularization factor, the new cost function can be explicitly expressed as follows:

$$J(\Delta a^{k+1}, \lambda^{k+1}) = \left\| S^k \Delta a^{k+1} - \Delta V_{pq}^k \right\|_2 + \lambda^{k+1} \left\| \sum \Delta a^{k+1} \right\|_1,$$  

(10)

where the sparse regularization term $\left\| \sum \Delta a^{k+1} \right\|_1$ is the $l_1$-norm of the accumulated stiffness reduction vector of the $k + 1$ iterations, and the $\lambda^{k+1}$ with the superscript $k$ denotes the adaptive regularization factor of the $(k + 1)$th iteration. The accumulated stiffness reduction $\Delta a = \sum \Delta a^{k+1}$, rather than a one-step adjustment in stiffness reduction $\Delta a^{k+1}$, represents structural damage locations and severities. Therefore, the sparse constraint on the accumulated stiffness reduction enables the constraint to accord closely with the fact that the spatial distribution of local damages is generally sparse. Meanwhile, this indirectly loosens the constraint on each one-step adjustment in stiffness reduction during the model updating process and thus facilitates more flexible adjustment of one-step stiffness reduction. In other words, proposing the use of the accumulated stiffness reduction in the sparse regularization term enhances both the sparsity of the final solution and the flexibility of one-step adjustment, which is potentially beneficial to the improvement of damage detection performance.

The fractional stiffness change $\Delta a^{k+1}$ at each iteration can be calculated by minimizing the cost function described by equation (10), and it is expressed as follows:
Generally, there is no closed-form solution for the $l_1$-regularization, and thus the damage detection problem in equation (11) is searched by using a convex optimization algorithm. The predictor-corrector primal-dual path-following approach, an efficient and robust semidefinite programming algorithm SDPT3 [43], is employed to solve equation (11). However, different from the $l_1$-regularization method, the existing $l_1$-regularization factor is often set according to subjective or empirical selection strategies without an analytic or adaptive expression. To conquer the obstacle of acquiring a suitable $l_1$-regularization factor, an adaptive regularization factor $\lambda^{k+1}$ with mathematical expression is proposed and formulated as follows:

$$\lambda^{k+1} = \arg\min_{\Delta\alpha^{k+1}} \|S^k \Delta\alpha^{k+1} - \Delta V^k\|_2^2 \leq \|S^k \Delta\alpha^{k+1} - \Delta V^k\|_2^2 \text{ s.t.} \ \Delta\alpha^{k+1} = 0,$$  

(12)  

where $\Delta\alpha^{k+1}$ is the estimated stiffness reduction at the $(k+1)^{th}$ iteration for calculating the adaptive regularization factor $\lambda^{k+1}$, and the subscript $\Delta\alpha$ denotes that the estimated stiffness reduction is a reference value for the stiffness reduction at the $(k+1)^{th}$ iteration; $\sum (\Delta\alpha)$ is the accumulated stiffness reduction vector of the previous $k$ iterations.

The residue norm $\|S^k \Delta\alpha^{k+1} - \Delta V^k\|_2$ evaluates the data fidelity, and the solution norm $\|\sum (\Delta\alpha^{k+1})\|_1$ indicates the sparsity of the solution in equation (11), and both are important constraints for accurate damage detection. A suitable adaptive regularization factor is crucial for controlling the tradeoff between the $l_2$-norm of the residue and the $l_1$-norm of the solution. A too-small regularization factor will place high weighting on the residue norm and may result in an overfitting solution contaminated by measurement noise or model error, while a too-large regularization factor means that the solution norm becomes extra dominant, and this may lead to an oversmoothed solution. Therefore, the proposed adaptive regularization factor $\lambda^{k+1}$ is derived by assuming that the contributions of the residue norm and solution norm are equally important for achieving an accurate and sparse solution, that is, $\|S^k \Delta\alpha^{k+1} - \Delta V^k\|_2 = \lambda^{k+1} \|\sum (\Delta\alpha)\|_1$. As the $\Delta\alpha^{k+1}$ is unknown before solving the optimization problem in equation (11), the adaptive regularization factor in equation (12) is alternatively estimated by using an approximate value of $\Delta\alpha^{k+1}$, i.e., $\sum (\Delta\alpha) + \Delta\alpha^{k+1}$. The $\Delta\alpha^{k+1}$ is estimated by solving equation (13) through the SDPT3 algorithm. Then, an appropriate $\lambda^{k+1}$ can be calculated by using equation (12) at each iteration before substituting $\lambda^{k+1}$ into equation (11) and conducting the $(k+1)^{th}$ solving process of this equation. For each iteration, the $\lambda^{k+1}$ is automatically updated to keep the balance between the data fidelity and sparsity of the solution.

2.3. Procedure of the Adaptive Sparse Regularization-Based Damage Detection. The detailed implementation procedure of the proposed adaptive sparse regularization-based damage detection integrated with optimal sensor placement is depicted in Figure 1 and described as follows:

Step 1. Establish the FE model and initialize the model state: the initial iteration number $k = 0$, the initial stiffness reduction factor $\Delta\alpha^0$ is filled with a zero vector $O_{nex^1} = O_{nex^1}$, and the initial sensitivity matrix is set as $S^0 = S(\Delta\alpha^0)$.

Step 2. Based on the established FE model, the effectiveness and independence (Efi) [44] optimal sensor placement is conducted before the damage detection study. Specifically, set the target sensor number and establish the candidate location list initially. Then, the mode shape matrix $\Phi$ of the current candidate locations is computed through modal analysis of the intact FE model, and the independence contribution vector $EI = diag(\Phi^T \Phi - \Phi^T \Phi)$ is computed from the current candidate list. Thereafter, remove the candidate location with the minimum contribution to the modal independence from the candidate list and the mode shape matrix $\Phi$. The process of calculating $EI$ and removing candidate locations is repeated until the candidate location number is reduced to the target number, and meanwhile, the final optimal sensor configuration is determined.

Step 3. Measure and normalize the dynamic responses $\tilde{d}^m$ of the damaged structure, and compute and normalize the dynamic responses $\tilde{d}^m (\Delta\alpha^k)$ of the current FE model at the optimal sensor locations. Correspondingly, the response covariance-based damage index $V^m_{pq}$ and $V^c_{pq} (\Delta\alpha^k)$ are obtained by using equations (2) and (3), and then substituted into the sensitivity-based damage detection equation (6).

Step 4. Transform equation (6) to a sparse regularized convex optimization problem governed by equation (11). The adaptive regularization factor $\lambda^{k+1}$ in equation (11) is calculated by equation (12), in which an estimated solution $\Delta\alpha^{k+1}$ for reference can be computed by solving equation (13). Substituting $\lambda^{k+1}$ into equation (11), the change of stiffness reduction factor $\Delta\alpha^{k+1}$ is solved by using the convex optimization algorithm SDPT3 which is a predictor-corrector primal-dual path-following approach.

Step 5. Compute the current tolerances $Tol_1 (k) = \|\Delta V^k_{pq}\|/\|V^m_{pq}\|$ and $Tol_2 (k) = \|\Delta\alpha\|_2/\|\Delta\alpha^0\|$, and calculate the accumulated stiffness reduction factor $\Delta\alpha = \sum \Delta\alpha^{k+1}$.
If the tolerance-based convergence criteria are not achieved, the FE model and the sensitivity matrix $S_{k+1} = S(\Delta \alpha^k)$ are updated with the current $\Delta \alpha$ for the next iteration. Steps 3–5 are conducted iteratively until the convergence criteria are achieved or the preset maximum iteration number is reached. The final accumulated stiffness reduction factor $\Delta \alpha$ is then obtained, in which the damage locations and severities are indicated.

Figure 1: Flowchart of the proposed ASR-based damage detection method.
3. Numerical Experiment

3.1. Model Description. An overhanging steel beam shown in Figure 2 is employed to examine the feasibility and accuracy of the proposed adaptive sparse regularization-based damage detection method. The FE model of the beam consists of 41 nodes and 40 equal-length beam elements. The total length of the model is 4 m, and the length, width, and height of each element are 100 mm, 50 mm, and 9.5 mm, respectively. The elastic modulus is 2.05 × 10^11 Pa, and the density is 7833 kg/m^3. The structural damping is assumed to be Rayleigh damping with the first two damping ratios ς_1 = 0.01 and ς_2 = 0.01, and remains unchanged before and after damage. The beam is subjected to external white noise excitation with a standard deviation of 30N at node 24. For the beam and load given in the numerical experiment, the maximum peak values of stress and strain responses occur in the elements near the supports or in the middle span of the beam. Therefore, elements 12, 20, and 21 are selected as damaged elements in the following study. The sampling ratio in the following study is 200 Hz, which can cover the first 8 modal frequencies, namely 3.06, 5.06, 10.51, 26.01, 39.01, 43.97, 61.15, and 95.65 Hz. Measurement noise can be simulated by a normally distributed random component added to the calculated structural responses [7]. The measured structural response is obtained by the following equation:

\[ \ddot{d}^m = \ddot{d}^c + N_p N_{\text{noise}} \text{std}(\ddot{d}) , \]  

where \( \ddot{d}^m \) and \( \ddot{d}^c \) with the superscripts \( m \) and \( c \) represent the noise-polluted acceleration response measured from the damaged structure and the calculated acceleration response of the damaged structure without noise, respectively; \( N_p \) is the noise level; \( N_{\text{noise}} \) is a standard normal distribution vector with zero mean and unit standard deviation; \( \text{std}(\cdot) \) is the standard deviation operator.

After the FE model is established, the Efl optimal sensor placement is conducted. According to the assumption of Efl, the target mode shape matrix \( \Phi \) should be a rectangle which indicates that the number of sensors is no less than that of the target modes. As illustrated above, the sampling frequency is 200 Hz, and the first 8 modes are covered, and thus the target sensor number is set to be eight. The excitation acts in the vertical direction such that only vertical acceleration responses need to be considered. Nodes 11 and 31 are on the support, so their acceleration responses are equal to zero and there is no need to place accelerometers here. For these reasons, the initial sensor locations include 39 candidates, which are all the nodes except nodes 11 and 31. The Efl contribution vector is computed, and the location with the minimum contribution is removed from the candidate set at each iteration. Finally, the candidate set of sensor locations is iteratively reduced to the target number, and the optimal configuration of sensor locations is shown in Figure 2(a).

3.2. Comparison of Damage Detection Methods under Different Damage Scenarios. A comparison study between the proposed ASR- and the TR-based damage detection methods is conducted by using the overhanging beam model subjected to different noise levels (0%, 5%, and 10%) and different damage scenarios. The approach for adding noise with different levels to the calculated structural responses can refer to equation (14). Three damage scenarios shown in Figure 2 and listed in Table 1 are considered for the subsequent damage detection cases. Specifically, damage scenario 1 (DS1) is the sparsest condition with single damage, i.e., 20% stiffness reduction in E12; damage scenario 2 (DS2) includes two separate defects, i.e., E12 with 20% and E20 with 15% stiffness reduction; and damage scenario 3 (DS3) is a more complicated damage state with the isolated damage in E12 (20% damage) and grouped damages in E20 and E21 (15% and 20% damage).

The two tolerances, Tol1 and Tol2, are used for the updating process in damage detection. Tol1 is the normalized residue of the damage index, which indicates the proximity between the damaged structure and the updated FE model at the current iteration. Tol2 is the normalized accumulated stiffness change at the current iteration, which indicates the stability at the iteration. The maximum iteration number is set to be 200 in this study, and the iteration yielding optimal damage identification result should be chosen after both tolerances converge. The iteration yielding the optimal damage identification result is the one yielding the minimum value of the two tolerance curves.

3.2.1. Damage Scenario with Single Damage. The TR- and ASR-based methods are employed for damage detection in the DS1 scenario. The evolutions of iterative damage identification results by using the two methods are comparatively shown in Figures 3 and 4. In Figure 3, the iterative evolution curves of all 40 elements slowly converge when using the TR-based method; the curve of E12 gradually approaches the red horizontal line standing for 20% stiffness reduction but not reaches the red line, and the two curves of the adjacent elements E11 and E13 have a large deviation from zero. This indicates both the location and severity of the single damage can be identified under different noise levels after 200 iterations, accompanied by obvious false alarms. It is also observed that the identified severity of E12 becomes smaller and the deviations of E11 and E13 become larger with the increase in noise level, indicating that the identification performance gets worse with the increase in noise level. In contrast, it can be seen from Figure 4 with enlarged local graphs that the iterative damage identification evolution curves of all the elements quickly converge when using the ASR-based method, the curve of E12 converges to a stable value very close to the red horizontal line within the first 5 iterations, and meanwhile, the other curves converge to a stable value very close to zero. The comparison between these two cases demonstrates the superiority of the proposed ASR-based method over the TR-based method in the single-damage scenario.

Accordingly, the evolutions of tolerances Tol1 and Tol2 for the two methods are plotted in Figures 5 and 6. After both tolerances converge, the two tolerances are used together to find the iteration step yielding the optimal solution
marked by red circles in the two figures. In Figure 5, the two tolerance curves for the TR-based method are characterized by a quick decline in the first several iterations and then a very slow decrease till the last iteration step. The minimum tolerance values (red circles in Figure 5) occur at the last iteration step, and they are $5.88 \times 10^{-3}$, $1.03 \times 10^{-2}$, and $1.54 \times 10^{-2}$ under the three noise levels. By comparison, it is found from Figure 6 that the two tolerance curves for the ASR-based method are featured by fast convergence to a stable value with small amplitude after a sharp decrease at the first several iterations. Specifically, the minimum tolerance values (red circles in Figure 6) occur at the 14th, 38th, and 12th iteration under the three noise levels, and they are $2.52 \times 10^{-9}$, $4.89 \times 10^{-5}$, and $3.39 \times 10^{-4}$, respectively. The tolerance Tol2 keeps fluctuating with relatively larger amplitudes while Tol1 has slight fluctuation after reaching convergence, which indicates that Tol2 is more sensitive to minor changes at each iteration of model updating.

The damage identification results at the iterations with minimum tolerance values are considered optimal solutions. The optimal solutions for the TR- and ASR-based methods are depicted, respectively, in Figures 7(a) and 7(b) and summarized in Table 2. By using the TR-based method, the identified damage severity of E12 is 18.01%, 16.98%, and...
Figure 3: Continued.
Figure 3: The evolution of iterative damage identification results of DS1 by using the TR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.

Figure 4: Continued.
Figure 4: The evolution of iterative damage identification results of DS1 by using the ASR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.
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Figure 5: The tolerance curves of DS1 by using the TR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.

Figure 6: Continued.
15.95% stiffness reduction, respectively, when subjected to 0%, 5%, and 10% noise levels. The false alarms mainly occur to the adjacent elements E11 and E13, and the maximum false alarms are 2.17%, 3.06%, and 3.84% stiffness reduction in E13 under the different noise levels. By using the ASR-based method, the identified damage severity of E12 is 20%,
loss. In contrast, the proposed adaptive regularization factor plays a significant role to control the balance between the residue norm and solution norm such that both the accuracy and the stability of the iterative damage identification process can be guaranteed. The regularization factor of the TR-based method and the new adaptive regularization factor of the proposed method are, respectively, depicted in Figures 8(a) and 8(b). In Figure 8(a), the regularization factors under the three noise levels decline rapidly from 4.77 at the 1st iteration to 0.67, 0.26, and 0.78 at the 6th iteration and then gradually increase to 0.73, 1.58, and 2.31, respectively. Note that the regularization factors for the TR-based method increase when more noise is added, which can enhance the sparsity of the solution, limit the influence of noise and reduce false alarms. It implies that the automatically determined adaptive regularization factor can effectively adjust the sparsity constraint according to different noise levels such that a better damage detection solution can be obtained.

### 3.2.2. Damage Scenario with Two Damages

The performance of the ASR-based damage detection method is also examined in the DS2 scenario. The evolution of iterative damage identification results by using the TR- and ASR-based methods are comparatively shown in Figures 9 and 10. As shown in Figure 9, the identification results obtained by using the TR-based method in this scenario are similar to those displayed in Figure 3 for the DS1 scenario. The damage detection process converges slowly, and the results are characterized by correct identification of damage locations, lower severities than the simulated damage levels, and false alarms in the adjacent elements E11, E13, E19, and E21. Comparatively, it is found in Figure 10 that the damage detection process by using the ASR-based method has a fast convergence within the first 5 iterations, and the results are featured by correct identification of damage locations, high accuracy in severity identification, and negligible false alarms under different noise levels. The features of these results are similar to those in Figure 4 for the DS1 scenario. This comparison demonstrates the superiority of the proposed ASR-based method over the TR-based method in the two-damage scenario under the three noise levels.

Accordingly, the evolutions of tolerances Tol1 and Tol2 for the two methods are plotted in Figures 11 and 12. Similar to Figure 5, the curves of the two tolerances obtained by using the TR-based method have a fast decrease at the first several iterations and then converge to stable values with slight fluctuation in amplitude. The features of these results are similar to those in Figure 6 for the DS1 scenario. Specifically, the minimum tolerance values are selected as the optimal solutions. kK_his comparison demonstrates the superiority of the proposed ASR-based method over the TR-based method in the two-damage scenario under the three noise levels.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Noise level (%)</th>
<th>DS1 Identified damage (%)</th>
<th>Maximum false alarm (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>E12</td>
<td>E12; E20</td>
</tr>
<tr>
<td>TR</td>
<td>0 0.01</td>
<td>18.65</td>
<td>19.21; 13.37</td>
</tr>
<tr>
<td></td>
<td>5 16.98</td>
<td>18.00; 11.74</td>
<td>16.78; 16.32; 18.97</td>
</tr>
<tr>
<td></td>
<td>10 15.95</td>
<td>17.54; 11.05</td>
<td>16.22; 17.04; 18.22</td>
</tr>
<tr>
<td>ASR</td>
<td>0 20.00</td>
<td>20.00; 15.00</td>
<td>20.00; 15.00; 20.00</td>
</tr>
<tr>
<td></td>
<td>5 19.60</td>
<td>19.70; 15.07</td>
<td>19.89; 19.94; 19.17</td>
</tr>
<tr>
<td></td>
<td>10 18.80</td>
<td>19.15; 15.36</td>
<td>19.60; 17.08; 18.24</td>
</tr>
</tbody>
</table>
Figure 8: The curves of the regularization factor for DS1. (a) By using the TR-based method. (b) By using the ASR-based method.

Figure 9: Continued.
Figure 9: The evolution of iterative damage identification results of DS2 by using the TR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.
Figure 10: Continued.
selected optimal solution

selected suboptimal solution

Figure 10: The evolution of iterative damage identification results of DS2 by using the ASR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.

Figure 11: The tolerance curves of DS2 by using the TR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.
Figure 12: The tolerance curves of DS2 by using the ASR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.
11.74%, and 11.05% stiffness reduction, respectively, when subjected to 0%, 5%, and 10% noise levels. The false alarms mainly occur to the adjacent elements E11, E13, E19, and E21, and the maximum false alarms are 1.38%, 3.11%, and 4.15% stiffness reduction in E21 under the three different noise levels. By using the ASR-based method, the identified result shown in Figure 13(b) includes the element E12 with 20%, 19.70%, and 19.15% damage and the element E20 with 15%, 15.07%, and 15.36% damage, respectively, under the three noise levels. Only one small false alarm happens to E13 with 0.15% and 0.05% stiffness reduction, respectively, in the cases of 5% and 10% noise levels. Both methods can correctly identify the damage locations, but the proposed ASR-based method has higher accuracy in damage severity identification. Also, the proposed method has few false alarms with negligible amplitudes, while the TR-based method has many false alarms with large amplitudes.

In addition, the evolutions of the regularization factors of the ASR-based method are compared with those of the TR-based method in DS2 under different noise levels. The regularization factors of the two methods are illustrated in Figures 14(a) and 14(b), and there is a zoomed picture enlarging the local area within the first 10 iterations in each of the two figures. In Figure 14(a), the regularization factors decrease rapidly from 5.77 at the 1st iteration to 0.85, 0.81, and 0.80 at the 6th iteration under different noise levels, respectively, and then gradually ascend to 0.18, 0.83, and 0.14, respectively. Similar to Figure 8(a) for the DS1 scenario, these values of the regularization factor obtained in this scenario also increase with the increase in noise level. This may result in the over-smoothed solution, the larger residue norm, and data fidelity loss. Comparatively, the proposed regularization factors $\lambda^*$ of the ASR-based method under the different noise levels are plotted in Figure 14(b). The proposed regularization factors $\lambda^*$ have a sharp decrease at the first little iterations and then converge to stable values with a slight fluctuation in amplitude. Specifically, the proposed adaptive regularization factors have a sharp reduction from 1.45 at the 1st iteration to a small value close to zero (no noise), a small value with slight fluctuation within 0.04–0.07 (5% noise), and a small value with slight fluctuation within 0.08–0.13 (10% noise). Moreover, it is observed that the initial value of the adaptive regularization factor $\lambda^*$ is larger than that in DS1, and this can be ascribed to the larger initial residue norm in equation (12). The larger initial residue norm in DS2 is because there are more damages inducing a larger difference between the intact model and the damaged structure than those in DS1. After convergence, the smaller factors $\lambda^*$ and the bigger solution norms than those in DS1 are obtained, which is coincident with the increased damage in DS2. This implies that the automatically determined adaptive regularization factor can effectively adjust the sparsity constraint according to different damage scenarios, such that a better multidamage detection solution can be obtained.

3.2.3. Damage Scenario with Three Damages. The performance of the ASR-based damage detection method is further examined in the more complex scenario DS3. The evolutions of iterative damage identification result by using the TR- and ASR-based methods are illustrated in Figures 15 and 16. As shown in Figure 15, the identification results obtained by using the TR-based method in this scenario are similar to those displayed in Figures 3 and 9 in scenarios DS1 and DS2. The damage detection process converges slowly, and the results are characterized by correct identification of damage locations, lower severities than the simulated damage levels, and false alarms in the adjacent elements E11 and E13. In contrast, the damage detection process by using the ASR-based method has a fast convergence within the first 8 iterations, and the results are featured by correct identification of damage locations, high accuracy in severity identification, and negligible false alarms under different noise levels. The features of these results are similar to those in Figures 4 and 10 in DS1 and DS2. Though the performance of the ASR-based method in this scenario is not as good as that in DS1 and DS2, it still keeps obvious advantages over the TR-based method in accuracy and convergence speed.

Accordingly, the evolutions of tolerances Tol1 and Tol2 for the two methods are illustrated in Figures 17 and 18. Similar to Figures 5 and 11, the curves of the two tolerances obtained by using the TR-based method experience a fast decrease at the first several iterations and then a very slow
Figure 14: The curves of the regularization factor for DS2. (a) By using the TR-based method. (b) By using the ASR-based method.

Figure 15: Continued.
Figure 15: The evolution of iterative damage identification results of DS3 by using the TR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.
Figure 16: Continued.
The damage identification solutions at the iterations with minimum tolerance values are chosen as the optimal solutions. The optimal solutions obtained by the TR- and the ASR-based methods are displayed, respectively, in Figures 19(a) and 19(b) and summarized in Table 2. By using the TR-based method, the identified optimal result shown in Figure 19(a) includes the element E12 with 19.77%, 16.78%, and 16.22% stiffness reduction, the element E20 with 15.17%, 16.32%, and 17.04% stiffness reduction, and the element E21 with 19.79%, 18.97%, and 18.22% stiffness reduction, respectively, when subjected to 0%, 5%, and 10% noise levels. The false alarms mainly occur to the adjacent elements E11 and E13, and the maximum false alarms are 0.30%, 3.34%, and 3.89% stiffness reduction in E13 under the different levels of noise. By using the ASR-based method, the identified result shown in Figure 19(b) includes the element E12 with 20%, 19.89%, and 19.60% damage, the element E20 with 15%, 15.94%, and 17.08% damage, and the element E21 with 20%, 19.17%, and 18.24% damage under different levels of noise, respectively. Only one negligible false alarm occurs in E13 with 0.06% stiffness reduction under 5% noise. Note that both two methods can correctly identify the damage locations, but the proposed method can provide higher accuracy in damage severity identification and few false alarms with negligible amplitudes.

Further, the evolutions of the regularization factors of the ASR-based method are compared with those of the TR-based method under different noise levels in DS3. The regularization factors of the two methods are illustrated in Figures 20(a) and 20(b), and there is a zoomed picture enlarging the local area within the first 10 iterations in each of the two figures. In Figure 20(a), the regularization factors decrease rapidly from 6.91 at the 1st iteration to 0.83, 0.92, and 1.00 at the 6th iteration under different noise levels, and then gradually increase to 0.14, 1.41, and 3.80, respectively. Similar to Figures 8(a) and 14(a) for the scenarios DS1 and DS2, these values of the regularization factor obtained in this scenario also ascend with the increase in noise level. This
Figure 17: The tolerance curves of DS3 by using the TR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.
Figure 18: The tolerance curves of DS3 by using the ASR-based method. (a) With 0% noise. (b) With 5% noise. (c) With 10% noise.
may lead to the oversmoothed solution, the larger residue norm, and data fidelity loss. Comparatively, the proposed regularization factors $\lambda^*$ of the ASR-based method under the different noise levels are illustrated in Figure 20(b). The proposed regularization factors $\lambda^*$ have a sharp decrease at the first little iterations and then converge to stable values with slight fluctuation in amplitude. Specifically, the proposed adaptive regularization factors have a sharp reduction from 3.33 at the 1st iteration to a small value close to zero (no noise), a small value with slight fluctuation within 0.03–0.06 (5% noise), and a small value with slight fluctuation within 0.06–0.11 (10% noise). Moreover, the initial value of the adaptive regularization factor $\lambda^*$ is larger than those in DS2 and DS1, and this can be ascribed to the situation that there are more damages inducing a larger difference between the intact model and the damaged structure in DS3. After convergence, the method has smaller factors $\lambda^*$ and bigger solution norms than those in DS1 and DS2, which is consistent with the increased damage in DS3. This implies that the automatically determined adaptive regularization factor can effectively adjust the sparsity constraint for achieving better multidamage detection performance in the complex multidamage scenario.

4. Discussions

4.1. Comparison of Time Consumption and Identification Accuracy by Using Two Strategies. The time consumption of the TR- and ASR-based damage detection methods are compared in different damage scenarios with various noise levels and listed in Table 3. The common basis for comparison is that a workstation with the same hardware specifications is used in all cases, and the hardware is the DELL Precision 7920 Tower workstation with the Intel(R) Xeon(R) Gold 6248R CPU @ 3.00 GHz × 2 and 512G RAM. There are nine cases in total due to the combination of three damage scenarios and three noise levels in each damage scenario. The time consumption for solving the damage

![Figure 19: The optimal damage identification solutions of DS3. (a) By using the TR-based method. (b) By using the ASR-based method.](image)
detection problem and obtaining an optimal solution is related to strategies used to determine the optimal one. There are two strategies in this study. In Strategy 1, an optimal solution is determined by using the minimum value of both tolerances after completing the preset number of iterations. The preset number of iterations is 200 in this study.

![Diagram](image1)

**Figure 20**: The curves of the regularization factor for DS3. (a) By using the TR-based method. (b) By using the ASR-based method.

<table>
<thead>
<tr>
<th>Selection strategy</th>
<th>Scenario</th>
<th>Method</th>
<th>0% noise (s)</th>
<th>5% noise (s)</th>
<th>10% noise (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy 1</td>
<td>DS1</td>
<td>TR</td>
<td>1160</td>
<td>1149</td>
<td>1167</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ASR</td>
<td>2318</td>
<td>2380</td>
<td>2357</td>
</tr>
<tr>
<td></td>
<td>DS2</td>
<td>TR</td>
<td>1046</td>
<td>1043</td>
<td>1042</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ASR</td>
<td>2343</td>
<td>2397</td>
<td>2376</td>
</tr>
<tr>
<td></td>
<td>DS3</td>
<td>TR</td>
<td>1034</td>
<td>1052</td>
<td>1067</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ASR</td>
<td>2308</td>
<td>2357</td>
<td>2323</td>
</tr>
<tr>
<td>Strategy 2</td>
<td>DS1</td>
<td>ASR</td>
<td>66</td>
<td>58</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>DS2</td>
<td></td>
<td>130</td>
<td>93</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>DS3</td>
<td></td>
<td>139</td>
<td>81</td>
<td>260</td>
</tr>
</tbody>
</table>

**Table 3**: Time consumption of damage identification by using the TR- and ASR-based methods.
study, which is sufficient for the iterative updating processes to converge. In Strategy 2, an optimal solution is considered as the first solution, which guarantees that the tolerance of this solution is lower than a preset small threshold. It is the suboptimal solution for terminating the search process when identification accuracy becomes acceptable. The threshold value is set to be $10^{-3}$. Specifically, the maximum durations of computation time for the TR-based method to complete the 200 iteration steps are, respectively, 1167s, 1046s, and 1067s under the three damage scenarios. Comparatively, the maximum time consumption for the ASR-based method to complete the same number of iterations are, respectively, 2380s, 2397s, and 2357s under the same damage scenarios. In each case, the minimum value of both tolerances is then found among the 200 iterations for determining the iteration yielding the optimal solution. The minimum tolerance values when applying Strategy 1 in Sections 3.2.1–3.2.3 are represented by the red circles in Figures 5, 6, 11, 12, 17, and 18. Note that the computation time of the ASR-based method is about twice that of the TR-based method when the two methods complete the same number of iterations. The reason is that the ASR-based method does not have a closed-form solution such as the TR-based method and needs to consume more time to search for a solution at each iteration. Despite that, the convergence time of the ASR-based method is about twice that of the TR-based method when the two methods complete the same number of iterations. The major variation in the adaptive regularization factor results from $V_{pq}^m$. Compared with the influence of noise levels, the increase in damage has a dominant influence on $V_{pq}^m$, so the adaptive regularization factor may increase with the increase in damage. After convergence, the numerator is minimized, and the denominator approaches the real damage situation. With the increase of damage in the three damage scenarios, the denominator increases, and thus the adaptive regularization factor should decrease. It is expected that the adaptive regularization factor in DS1 is larger than that in DS2, and the adaptive regularization factor in DS2 is larger than that in DS3 when subjected to the same noise level. In the three damage scenarios with 0% noise, the numerator is minimized and close to zero, so the adaptive regularization factor probably gets close to zero in the three damage scenarios, and the expected decrease in $\lambda^*$ with the increase in damage is probably too small to be seen. In all the damage scenarios with 5% noise, the value of the minimized numerator does not have much difference while the denominator increases with the increase of damage, leading to the reduction of $\lambda^*$. Similarly, $\lambda^*$ reduces with the involvement of more damages in all the damage scenarios with 10% noise. With the increase of noise level in each damage scenario, the value of the minimized numerator ascends while the denominator is almost the same, which results in the rising of $\lambda^*$.

4.2. The Performance Analysis of Adaptive Sparse Regularization Factor. By analyzing the changes in the numerator and denominator of the adaptive regularization factor in equation (12), we can understand how the proposed ASR-based method automatically adapts to different damage scenarios and noise conditions. At the beginning of the iterative updating, the parameters (i.e., $S^k\Delta a^{k+1}$, $V_{pq}^m$, $\Delta V_{pq} = V_{pq}^m - (V_{pq}^c)^k$, and $\|\sum \Delta a^{k+1}\|_2$) do not have much difference under different damage scenarios and noise levels. The major variation in the adaptive regularization factor results from $V_{pq}^m$. Compared with the influence of noise levels, the increase in damage has a dominant influence on $V_{pq}^m$, so the adaptive regularization factor may increase with the increase in damage. After convergence, the numerator is minimized, and the denominator approaches the real damage situation. With the increase of damage in the three damage scenarios, the denominator increases, and thus the adaptive regularization factor should decrease. It is expected that the adaptive regularization factor in DS1 is larger than that in DS2, and the adaptive regularization factor in DS2 is larger than that in DS3 when subjected to the same noise level. In the three damage scenarios with 0% noise, the numerator is minimized and close to zero, so the adaptive regularization factor probably gets close to zero in the three damage scenarios, and the expected decrease in $\lambda^*$ with the increase in damage is probably too small to be seen. In all the damage scenarios with 5% noise, the value of the minimized numerator does not have much difference while the denominator increases with the increase of damage, leading to the reduction of $\lambda^*$. Similarly, $\lambda^*$ reduces with the involvement of more damages in all the damage scenarios with 10% noise. With the increase of noise level in each damage scenario, the value of the minimized numerator ascends while the denominator is almost the same, which results in the rising of $\lambda^*$. The theoretical analysis above is found to be consistent with the statistics in Table 5, and these statistics are obtained from the curves of the adaptive regularization factor in Figure 8(b) for DS1, Figure 14(b) for DS2, and Figure 20(b) for DS3. In other words, the numerical results validate the theoretical analysis of the adaptive regularization factor in equation (12). The influence of the variation in $\lambda^*$ on damage detection solution can be found in the theoretical analysis in the last paragraph of Section 2.2 and verified by the numerical results in Figure 7(b) for DS1, Figure 13(b) for DS2, and Figure 19(b) for DS3. Both the theoretical analysis and the numerical results demonstrate that the proposed method...
can automatically adapt to different damage scenarios and noise levels due to the adaptive change in the regularization factor.

4.3. The Analysis of Model Error Influence on ASR-Based Method. To further examine the robustness and accuracy of the ASR-based method, model error is introduced into the different damage scenarios with 10% measurement noise. The model error is simulated with a normally distributed random variation added to the material elasticity modulus vector of the structural elements, and it is expressed as follows:

\[ E_{\text{err}} = \epsilon_e E_0, \quad (15) \]

where \( E_0 \) and \( E_{\text{err}} \) with the subscripts 0 and err, respectively, represent the vector of the original elasticity modulus of the structural elements and the vector of elasticity modulus of the structural elements with random model error, \( \epsilon_e \) with the subscript \( e \) denotes a normally distributed random model error vector. Considering the material property is relatively a stable, 1% model error is added to the original elasticity modulus for damage detection investigation. The model error vector \( \epsilon_e \) has a mean value equal to unity and a standard deviation equal to 0.01.

The ASR-based method is applied to the damage detection in the presence of 10% noise and 1% model error, and suboptimal solutions are obtained by using Strategy 2 with the threshold value of \( 10^{-3} \). The evolutions of iterative damage identification results are shown in Figure 21, and the identified suboptimal solutions are compared with the preset damage in Figure 22 and Table 6 in the three damage scenarios. For the DS1 scenario, it is noted in Figure 21(a) that the curve of E12 quickly converges to a stable value within the first 5 iterations, and meanwhile, the other curves converge to small values. The suboptimal solution is obtained at the 46th iteration, which is plotted in Figure 22(a) and listed in Table 6. The identified result indicates the element E12 with 19.83% stiffness reduction, which is highly consistent with the preset damage in E12 with 19.26% stiffness reduction, and four notable false alarms are observed in E23, E11, E20, and E18 with 4.36%, 3.55%, 2.08%, and 1.01% stiffness reduction, respectively. For the DS2 scenario, it is found in Figure 21(b) that the damage detection process has a fast convergence within the first 5 iterations, and the results are featured by correct identification of damage locations, satisfactory accuracy in severity identification, and a few false alarms. The features of these results are similar to those in Figure 21(a) for the DS1 scenario. The identified result obtained at the 25th iteration includes the element E12 with 19.83% stiffness reduction, which is highly consistent with the preset damage in E12 with 19.26% stiffness reduction, and four notable false alarms are observed in E23, E11, E20, and E18 with 4.36%, 3.55%, 2.08%, and 1.01% stiffness reduction, respectively. For the DS3 scenario, it is observed in Figure 21(c) that the damage detection process has a fast convergence within the first 10 iterations, and the results are featured by correct identification of damage locations, acceptable accuracy in severity
identification, and a few false alarms. These features are similar to those in Figure 21(a) of DS1 and Figure 21(b) of DS2, though the performance in this scenario is not as good as those in DS1 and DS2. The identified result obtained at the 21st iteration includes the element E12 with 19.45% damage, the element E20 with 9.07% damage, and the element E21 with 26.15% damage, and they are compared with the preset damages in E12, E20, and E21 with 19.26%, 13.12%, and 20.58% stiffness reduction in Figure 22(c) and Table 6. Two notable false alarms happen to E18 and E11 with 5.03% and 4.15% stiffness reduction, respectively. To sum up, although more false alarms are observed due to the introduction of model error, the proposed method can still realize fast convergence, correct identification of damage locations, and acceptable accuracy in severity identification in multiple damage scenarios. Moreover, it is noticed in Table 6 that most of the preset damages are ascribed to the model error rather than real damage, and the identified results for those undamaged elements converge to zeros except for a limited number of elements with false alarms induced by measurement noise and model error. This remarkable feature reveals the enhanced sparsity and good model-error resistance of the proposed method.

The curves of the adaptive regularization factors for the different damage scenarios are illustrated in Figure 23 for comparison. The proposed adaptive regularization factors in the case of 10% noise and 1% model error witness a drastic decrease at the first few iterations and then converge to

<table>
<thead>
<tr>
<th>Element No.</th>
<th>DS1 Preset damage (%)</th>
<th>DS1 Identified damage (%)</th>
<th>DS2 Preset damage (%)</th>
<th>DS2 Identified damage (%)</th>
<th>DS3 Preset damage (%)</th>
<th>DS3 Identified damage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.86</td>
<td>0.00</td>
<td>0.86</td>
<td>0.00</td>
<td>0.86</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.09</td>
<td>0.00</td>
<td>0.09</td>
<td>0.00</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>−0.85</td>
<td>0.00</td>
<td>−0.85</td>
<td>0.00</td>
<td>−0.85</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.87</td>
<td>0.00</td>
<td>0.87</td>
<td>0.00</td>
<td>0.87</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>−0.44</td>
<td>0.00</td>
<td>−0.44</td>
<td>0.00</td>
<td>−0.44</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>−0.43</td>
<td>0.50</td>
<td>−0.43</td>
<td>0.74</td>
<td>−0.43</td>
<td>0.95</td>
</tr>
<tr>
<td>7</td>
<td>−1.10</td>
<td>0.00</td>
<td>−1.10</td>
<td>0.00</td>
<td>−1.10</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>0.40</td>
<td>0.00</td>
<td>0.40</td>
<td>0.00</td>
<td>0.40</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>−0.97</td>
<td>0.00</td>
<td>−0.97</td>
<td>0.00</td>
<td>−0.97</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>0.17</td>
<td>0.00</td>
<td>0.17</td>
<td>0.00</td>
<td>0.17</td>
<td>0.00</td>
</tr>
<tr>
<td>11</td>
<td>−1.97</td>
<td>3.55</td>
<td>−1.97</td>
<td>3.81</td>
<td>−1.97</td>
<td>4.15</td>
</tr>
<tr>
<td>12</td>
<td><strong>19.26</strong></td>
<td><strong>19.83</strong></td>
<td><strong>19.26</strong></td>
<td><strong>19.55</strong></td>
<td><strong>19.26</strong></td>
<td><strong>19.45</strong></td>
</tr>
<tr>
<td>13</td>
<td>−0.55</td>
<td>0.00</td>
<td>−0.55</td>
<td>0.00</td>
<td>−0.55</td>
<td>0.00</td>
</tr>
<tr>
<td>14</td>
<td>−0.82</td>
<td>0.00</td>
<td>−0.82</td>
<td>0.00</td>
<td>−0.82</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>1.11</td>
<td>0.00</td>
<td>1.11</td>
<td>0.00</td>
<td>1.11</td>
<td>0.00</td>
</tr>
<tr>
<td>16</td>
<td>−0.62</td>
<td>0.00</td>
<td>−0.62</td>
<td>0.26</td>
<td>−0.62</td>
<td>0.00</td>
</tr>
<tr>
<td>17</td>
<td>−0.26</td>
<td>0.00</td>
<td>−0.26</td>
<td>0.00</td>
<td>−0.26</td>
<td>0.00</td>
</tr>
<tr>
<td>18</td>
<td>−0.27</td>
<td><strong>1.01</strong></td>
<td>−0.27</td>
<td>0.00</td>
<td>−0.27</td>
<td><strong>5.03</strong></td>
</tr>
<tr>
<td>19</td>
<td>−1.67</td>
<td>0.00</td>
<td>−1.67</td>
<td>0.00</td>
<td>−1.67</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>−1.88</td>
<td><strong>2.08</strong></td>
<td><strong>13.12</strong></td>
<td><strong>18.57</strong></td>
<td><strong>13.12</strong></td>
<td><strong>9.07</strong></td>
</tr>
<tr>
<td>21</td>
<td>0.58</td>
<td>0.00</td>
<td>0.58</td>
<td>0.00</td>
<td><strong>20.58</strong></td>
<td><strong>26.15</strong></td>
</tr>
<tr>
<td>22</td>
<td>−0.87</td>
<td>0.00</td>
<td>−0.87</td>
<td>0.00</td>
<td>−0.87</td>
<td>0.00</td>
</tr>
<tr>
<td>23</td>
<td>−2.12</td>
<td><strong>4.36</strong></td>
<td>−2.12</td>
<td>0.00</td>
<td>−2.12</td>
<td>0.00</td>
</tr>
<tr>
<td>24</td>
<td>−0.96</td>
<td>0.00</td>
<td>−0.96</td>
<td><strong>3.08</strong></td>
<td>−0.96</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td>0.21</td>
<td>0.00</td>
<td>0.21</td>
<td>0.00</td>
<td>0.21</td>
<td>0.00</td>
</tr>
<tr>
<td>26</td>
<td>0.48</td>
<td>0.00</td>
<td>0.48</td>
<td>0.00</td>
<td>0.48</td>
<td>0.00</td>
</tr>
<tr>
<td>27</td>
<td>0.10</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>28</td>
<td>0.30</td>
<td>0.00</td>
<td>0.30</td>
<td>0.00</td>
<td>0.30</td>
<td>0.00</td>
</tr>
<tr>
<td>29</td>
<td>0.57</td>
<td>0.00</td>
<td>0.57</td>
<td>0.00</td>
<td>0.57</td>
<td>0.00</td>
</tr>
<tr>
<td>30</td>
<td>−1.62</td>
<td>0.37</td>
<td>−1.62</td>
<td>0.33</td>
<td>−1.62</td>
<td>0.00</td>
</tr>
<tr>
<td>31</td>
<td>0.64</td>
<td>0.00</td>
<td>0.64</td>
<td>0.00</td>
<td>0.64</td>
<td>0.00</td>
</tr>
<tr>
<td>32</td>
<td>0.68</td>
<td>0.00</td>
<td>0.68</td>
<td>0.00</td>
<td>0.68</td>
<td>0.00</td>
</tr>
<tr>
<td>33</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>34</td>
<td>−1.30</td>
<td>0.00</td>
<td>−1.30</td>
<td>0.00</td>
<td>−1.30</td>
<td>0.00</td>
</tr>
<tr>
<td>35</td>
<td>−1.29</td>
<td>0.00</td>
<td>−1.29</td>
<td>0.00</td>
<td>−1.29</td>
<td>0.00</td>
</tr>
<tr>
<td>36</td>
<td>0.81</td>
<td>0.00</td>
<td>0.81</td>
<td>0.00</td>
<td>0.81</td>
<td>0.00</td>
</tr>
<tr>
<td>37</td>
<td>0.84</td>
<td>0.00</td>
<td>0.84</td>
<td>0.00</td>
<td>0.84</td>
<td>0.00</td>
</tr>
<tr>
<td>38</td>
<td>1.42</td>
<td>0.00</td>
<td>1.42</td>
<td>0.00</td>
<td>1.42</td>
<td>0.00</td>
</tr>
<tr>
<td>39</td>
<td>−0.99</td>
<td>0.00</td>
<td>−0.99</td>
<td>0.00</td>
<td>−0.99</td>
<td>0.00</td>
</tr>
<tr>
<td>40</td>
<td>−1.18</td>
<td>0.00</td>
<td>−1.18</td>
<td>0.00</td>
<td>−1.18</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*Note: the bold, italics, and bold and italics fonts in the table, respectively, represent the preset real damages, correctly identified damages, and false alarms.*
(a) Figure 21: Continued.
Figure 21: The evolution of iterative damage identification results of different damage scenarios by using the ASR-based method in the situation of 10% noise and 1% model error. (a) The solution of DS1. (b) The solution of DS2. (c) The solution of DS3.

Figure 22: Continued.
stable values with slight fluctuation in amplitude. Specifically, the proposed regularization factors have a sharp reduction from 1.04, 2.13, and 4.41 at the 1st iteration for DS1, DS2, and DS3, respectively, to small values, i.e., the small value with slight fluctuation within 0.07–0.14 for DS1, the small value with slight fluctuation within 0.06–0.10 for DS2, and the small value with slight fluctuation within 0.05–0.07 for DS3. The initial value of the adaptive regularization factor is larger in the scenario with more damages, and this can be ascribed to the larger difference between the intact model and the damaged structure induced by more damages. After convergence, a smaller adaptive factor can be automatically achieved when more damages are involved, which is consistent with the bigger solution norms obtained in the scenario with more damages. This implies that the automatically determined adaptive regularization factor can effectively adjust the sparsity constraint for achieving better multidamage detection performance in the complex multidamage scenario with measurement noise and model error.

4.4. The Analysis of Sensor Number Influence on ASR-Based Method. The $l_1$-regularization techniques generally have the advantage of solving the damage detection problem by using a small number of sensors. To investigate the sensor number influence on the ASR-based method, the damage detection studies with 6 and 4 optimally placed sensors are further conducted and compared with the previous damage detection study with 8 optimally placed sensors. The optimal sensor configurations with 6 and 4 modes

Figure 22: The comparison between the preset damage and the identified damage by using the ASR-based method in the situation of 10% noise and 1% model error. (a) The suboptimal solution of DS1. (b) The suboptimal solution of DS2. (c) The suboptimal solution of DS3.
considered, respectively. The ASR-based method is applied to the damage detection under the three damage scenarios with the different sensor numbers in the situation of 10% noise and 1% model error. For the cases with the reduced numbers of sensors, the damage detection results are obtained by setting the threshold value as $10^{-3}$ and the maximum iteration number as 50. In the three damage scenarios, the identified suboptimal solutions of the cases using 8, 6, and 4 sensors are compared with the preset damage in Figure 24 and Table 7. For the DS1 scenario, the suboptimal solution is plotted in Figure 24(a). The identified results indicate the element E12 with 19.83%, 20.07%, and 19.58% stiffness reduction, respectively, when using 8, 6, and 4 sensors, which are consistent with the preset damage in E12 with 19.26% stiffness reduction. The maximum false alarms are 4.36% (E23), 4.25% (E23), and 3.63% (E22) stiffness reduction in the cases with different sensor numbers. For the DS2 scenario, the identified results include the element E12 with 19.55%, 19.67%, and 19.76% stiffness reduction and the element E20 with 18.57%, 18.53%, and 18.05% stiffness reduction, respectively, when using 8, 6, and 4 sensors. They are compared with the preset damage in E12 with 19.26% and that in E20 with 13.12% stiffness reduction in Figure 24(b) and Table 7. The maximum false alarms when using the different numbers of sensors are 3.81% (E11), 3.67% (E11), and 3.51% (E11) stiffness reduction, respectively. For the DS3 scenario, the identified results include the element E12 with 19.45%, 19.82%, and 19.33% stiffness reduction, the element E20 with 9.07%, 0.00%, and 0.00% stiffness reduction, and the element E21 with 26.15%, 27.57%, and 27.96% stiffness reduction, respectively, when using 8, 6, and 4 sensors, which are compared with the preset damages in E12, E20, and E21 with 19.26%, 13.12%, and 20.58% stiffness reduction in Figure 24(c) and Table 7. The identified maximum false alarms when using the different numbers of sensors are 5.03% (E18), 11.16% (E19), and 10.55% (E19) stiffness reduction, respectively. In the DS1 and DS2 scenarios featured by isolated damage, it is noted that the ASR-based method can reach similar identification results when the number of sensors is reduced, and the damage locations and severities can be satisfactorily identified under the coupling contamination of measurement noise and model error. In the DS3 scenario with isolated damage and a grouped damage, the isolated damage in E12 can be accurately detected when using the different numbers of sensors while the same identification performance does not occur to the grouped damage in E20 and E21. Specifically, the damage in E21 can be acceptably identified when
Figure 24: The comparison of damage detection results obtained by using the ASR-based method with the different sensor numbers in the situation of 10% noise and 1% model error. (a) The suboptimal solutions of DS1. (b) The suboptimal solutions of DS2. (c) The suboptimal solutions of DS3.
the sensor number is reduced, the damage in E20 can be acceptably identified by using the optimal sensor configuration with 8 sensors rather than using the configurations with 6 and 4 sensors, and the false alarms happen to the adjacent element E19. This analysis has demonstrated that the reduction of the sensor number to 6 or 4 in the optimal sensor configuration has a minor effect on the correct identification of isolated damage while the identification performance of grouped damage becomes worse due to the lack of modal information and decreased identification ability.

5. Conclusions

An adaptive sparse regularization method has been proposed for tackling the ill-posed inverse problem of structural damage detection using a small number of optimally placed sensors. This method is governed by the response covariance-based cost function, which consists of the $l_2$-norm objective of residue for assuring data fidelity and the $l_1$-norm regularization term of solution for taking into account the sparsity of local damage. Different from traditional cost functions, it is proposed to use the accumulated stiffness reduction rather than the one-step adjustment of stiffness reduction in the sparse regularization term. The sparse constraint to the accumulated stiffness reduction enhances both the sparsity of the final solution and the flexibility of one-step adjustment. Rather than using subjective or empirical selection strategies for assigning a value to the $l_1$-regularization factor, the adaptive regularization factor is mathematically derived by assuming the residue norm and solution norm are equally important for damage detection. Since the $l_1$-regularization method lacks a closed-form solution, a predictor-corrector primal-dual path-following algorithm is introduced to efficiently and robustly search for optimal damage identification solutions on the proposed cost function.

The numerical experiment and the comparative study with the widely used TR-based method reveal the effectiveness and outperformance of the proposed ASR-based method under different damage scenarios with various noise levels. It has been demonstrated that the proposed method is advantageous in several aspects, including high accuracy with few false alarms, a stable iterative process, and fast convergence. Moreover, it is noted that the proposed adaptive $l_1$-regularization factor can automatically and adaptively adjust the tradeoff between the residue norm and the solution norm, thereby facilitating accurate identification of the damage locations and severities in different damage and noise conditions. In addition, the damage detection solutions of the proposed method can converge to stable values quickly, which enables a preset small threshold of the two tolerances to determine the accurate solutions and automatically terminate the searching process. Besides, it is demonstrated that the proposed ASR-based method has good model-error resistance ability, which helps achieve satisfactory damage detection results in the different damage scenarios with coupled noise and model error. Finally, the sensor number influence on the proposed ASR-based method in the situation of coupled noise and model error has also been analyzed. It is found that the reduction of sensor number to a smaller amount in the optimal sensor configuration has a minor effect on the correct identification of isolated damage, while the identification performance of grouped damage becomes worse due to the lack of modal information and decreased identification ability.

Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>The damping matrix</td>
</tr>
<tr>
<td>$C_{pq}(t)$</td>
<td>The normalized cross-covariance function computed from the sensors $p$ and $q$</td>
</tr>
<tr>
<td>d</td>
<td>The displacement response vector</td>
</tr>
<tr>
<td>d</td>
<td>The velocity response vector</td>
</tr>
<tr>
<td>d</td>
<td>The acceleration response vector</td>
</tr>
<tr>
<td>$\tilde{d}_p(t)$, $\tilde{d}_q(t)$</td>
<td>The acceleration response recorded by the sensor $p$ or $q$</td>
</tr>
<tr>
<td>$\tilde{d}_p(t)$, $\tilde{d}_q(t)$</td>
<td>The normalized acceleration response recorded by the sensor $p$ or $q$</td>
</tr>
<tr>
<td>$\tilde{d}^m$</td>
<td>The noise polluted acceleration response measured from the damaged structure</td>
</tr>
<tr>
<td>$\tilde{d}^c$</td>
<td>The calculated acceleration response of the damaged structure without noise</td>
</tr>
<tr>
<td>diag()</td>
<td>The diagonal elements of the matrix</td>
</tr>
<tr>
<td>$E[\cdot]$</td>
<td>The expectation operation</td>
</tr>
<tr>
<td>$E_i$</td>
<td>The independence contribution vector</td>
</tr>
<tr>
<td>$E_0$</td>
<td>The vector of the original elasticity modulus of the structural elements</td>
</tr>
<tr>
<td>$E_{err}$</td>
<td>The vector of the elasticity modulus of the structural elements with random model error</td>
</tr>
<tr>
<td>$F$</td>
<td>The excitation force vector</td>
</tr>
<tr>
<td>$K$</td>
<td>The global stiffness matrix</td>
</tr>
<tr>
<td>$K^d$</td>
<td>The global stiffness matrix of the damaged structure</td>
</tr>
<tr>
<td>$K_i$</td>
<td>The stiffness matrix of the $i$th element</td>
</tr>
<tr>
<td>$I_{np}$</td>
<td>The mapping matrix relating the excitation force to specific DOFs of the structure</td>
</tr>
<tr>
<td>$M$</td>
<td>The global mass matrix</td>
</tr>
<tr>
<td>$N_{one}$</td>
<td>The standard normal distribution vector with zero mean and unit standard deviation</td>
</tr>
<tr>
<td>ne</td>
<td>The total element number of the structure</td>
</tr>
<tr>
<td>nt</td>
<td>The total number of time lags</td>
</tr>
<tr>
<td>$S$</td>
<td>The sensitivity matrix of the damage index vector to the fractional stiffness change vector</td>
</tr>
<tr>
<td>std()</td>
<td>The standard deviation operator</td>
</tr>
<tr>
<td>$t$</td>
<td>The time variable</td>
</tr>
<tr>
<td>$Tol1(k)$, $Tol2(k)$</td>
<td>The two tolerances at the $k$th iteration</td>
</tr>
<tr>
<td>$V_{pq}$</td>
<td>The response covariance-based damage index vector</td>
</tr>
<tr>
<td>$V_{pq}^m$</td>
<td>The response covariance-based damage index vector computed from the measured responses</td>
</tr>
<tr>
<td>$V_{pq}^c$</td>
<td>The response covariance-based damage index vector computed from the measured responses</td>
</tr>
</tbody>
</table>
The response covariance-based damage index vector computed through the response of the FE model

\[ \Delta V_{pq} \]

The vector of the difference between \( V^m_{pq} \) and \( V^c_{pq} \).

\( \alpha_i \): The coefficient of stiffness matrix corresponding to the \( i \)th element.

\( \lambda \): The coefficient vector of the stiffness matrix.

\( \Delta \alpha_i \): The fractional change in stiffness of the \( i \)th element.

\( \Delta \alpha_i^{k+1} \): The estimated stiffness reduction at the \((k + 1)\)th iteration for calculating the adaptive regularization factor \( \lambda^* \).

\( (\Delta \alpha_i^k) \): The accumulated stiffness reduction vector of the previous \( k \) iterations.

\( \epsilon_{\alpha} \): The vector of normally distributed random model error.

\( \lambda^* \): The regularization factor of the Tikhonov regularization.

\( \lambda^s \): The adaptive regularization factor of the adaptive sparse regularization.

\( \xi_1, \xi_2 \): The first two damping ratios of Rayleigh damping.

\( \sigma_{p}^{0}, \sigma_{q}^{0} \): The standard deviation of the \( d_p \) or \( d_q \) recorded from the intact structure.

\( \tau \): The time lag.

\( \Phi \): The mode shape matrix.

\( (\cdot)^0 \): The superscript 0 denotes the parameter from the initial state.

\( (\cdot)^t \): The superscript \( t \) denotes the parameter calculated by using the finite element model.

\( (\cdot)^d \): The superscript \( d \) denotes the parameter under the state of damage.

\( (\cdot)^i \): The subscript \( i \) denotes the element number.

\( (\cdot)^k \): The subscript \( k \) denotes the iteration number.

\( (\cdot)^m \): The superscript \( m \) denotes the parameter obtained from measurement.

\( (\cdot)_{pq} \): The subscript \( pq \) denotes the parameter obtained from the sensors \( p \) and \( q \).

\( (\cdot)_{s} \): The subscript \( s \) denotes the total number of the sensors.
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