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Te well-known limitations of modal system identifcation methods have led to a broad exploration of alternative solutions for
operational monitoring and damage diagnosis of structures. Tis study presents a time-domain Bayesian fnite element model
updating approach to jointly identify the vehicular loads and fnite element modeling parameters of bridges using the vibration
data and the location of vehicles traversing the bridge as input. A Bayesian model updating is devised and verifed through a series
of case studies based on numerically simulated data from a prestressed reinforced concrete box-girder bridge model. Damage
states are defned for concrete degradation and delamination, steel corrosion, and loss of prestressing force. Ten diferent damage
scenarios, encompassing the range from minor localized to major distributed damage, are examined. Te responses of the
damaged bridge are simulated under random trafc scenarios. Te acceleration responses, along with the location of the vehicles
on the bridge, are used for jointly estimating the model parameters and vehicular loads. Te estimated model parameters are then
used to infer the location and extent of damage within the bridge. Te results show the successful performance of the proposed
approach in a numerically simulated environment.

1. Introduction

America’s bridges, which are a critical element of its
transportation infrastructure, are aging and decaying. Tere
are more than 600,000 bridges across the U.S., nearly 40% of
which are 50 years or older. In 2016, one in 11 bridges was
identifed as being structurally defcient while collectively
serving 188 million daily trips [1]. Replacement or re-
habilitation of such a large number of bridges is a monu-
mental task, possibly requiring decades to complete.
Consequently, structurally defcient and obsolete bridges
will remain in service for extended time periods. To ensure
public safety, it is necessary to examine solutions for op-
erational monitoring of bridges—a capability that could

provide actionable quantitative information to guide
decision-making.

Visual inspection is the most common approach to
monitor the condition of structural members in bridges. In
this approach, the damage is identifable only when it is
visually apparent, which may leave important damage
mechanisms undiscovered until catastrophic failure [2]. Vi-
sual inspection is costly, labor-intensive, and inherently
subjective. Te damage assessment through this approach is
generally qualitative and may not yield critical insights into
the overall condition of the inspected bridge [3, 4]. Hence,
there is a need to develop cost-efective solutions to detect,
localize, and quantify various damage types and evaluate their
efects on the load-bearing capacity and structural safety.
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Nondestructive evaluation (NDE) is perhaps the most
accurate technique for localized damage identifcation and
condition assessment of bridges [2]. Trough NDE tech-
niques, numerous subsurface damage mechanisms, in-
cluding concrete delamination, steel corrosion, and fracture
in prestressing wires, etc., can be quantitatively evaluated for
accessible structural members/components. Nevertheless,
NDE techniques require well-trained and experienced
personnel for the data collection, processing, and in-
terpretation [5–7]. Tese techniques are costly and often
require trafc interruptions. Considering the fact that there
are approximately 390 million square meters of bridge decks
in the U.S. that need to be inspected, relying only on NDE
techniques can lead to an onerous undertaking [8]. Tere-
fore, there is a need to introduce complementary screening
methods to detect, localize, and quantify damage in bridge
members in order to guide the targeted application of NDE
techniques [9, 10]. Te damage identifcation approach
proposed herein can provide a potentially cost-efective
solution toward this objective.

Vibration-based monitoring ofers another family of
approaches that can be used for damage identifcation. In
these approaches, dynamic responses are collected and
processed through data-driven or model-based techniques.
Data-driven techniques include statistical pattern recogni-
tion and machine learning methods to learn from data
patterns and detect anomalies [11] or modal system iden-
tifcation methods, which extract natural frequencies or
mode shapes (or other derivative information) that are
sensitive to damage [12]. Tese methods can be useful to
detect damage as a change in baseline response patterns of
the structure [13] but are often inefective for damage lo-
calization and quantifcation in civil engineering applica-
tions due to the typically low spatial density of deployed
sensors and generally low signal-to-noise ratio of recordings.
Although data-driven techniques remove the burden of
devising models, they lack the capacity to incorporate and
leverage the mechanics-based knowledge of structural be-
havior into the damage identifcation process. Model-based
techniques most often include a mode-based linear fnite
element (FE) model updating approach, in which the
identifed modal properties of the structure are used to
estimate the parameters of a linear FE model. Once de-
termined, the estimated model parameters can be used for
inferring structural damage [14].Te application of linear FE
model updating methods has not been traditionally suc-
cessful for damage identifcation of bridges under opera-
tional conditions. Te main reason is that modal properties
are not generally sensitive to typical aging- and degradation-
related damage types in bridges [12]. Such damage is typ-
ically observable only through the structure’s higher modes,
the identifcation of which can be difcult. Furthermore, the
underlying assumptions in modal identifcation are often
violated in the operational monitoring of bridges. Specif-
cally, the broadband stationary excitation assumption is
often not realized under trafc loading, which requires more
advanced modal identifcation techniques [15–17]. More-
over, the linear-elastic behavior assumption can often be
violated, especially for reinforced concrete bridges [18, 19].

To circumvent the shortcomings of modal FE model
updating methods, time-domain FE model updating has
gained attention in the literature. Tis technique can be
developed using optimization or stochastic fltering ap-
proaches. In optimization-based methods, the model pa-
rameters are estimated to minimize the discrepancy between
measured and FE-predicted responses [20]. Tese methods
are often less stable and computationally more demanding
than stochastic fltering methods, which allow the consid-
eration of uncertainties in the model updating process and
enable the uncertainty quantifcation of the estimated model
and the input parameters [21]. Te FE model updating using
Bayesian flters, including extended Kalman flter (EKF) and
unscented Kalman flter (UKF), have been used for struc-
tural engineering applications [22–25]. Te Bayesian FE
model updating approaches are developed to estimate the
input [26, 27] or input and states of structural systems
[28, 29]. Damage identifcation through the FE model
updating approach requires the estimation of mechanics-
based model parameters (e.g., material properties). De-
viation of the updated model parameters from their nominal
values can reveal information about the location and extent
of damage in the structure [30].

Tis study proposes extending the Bayesian FE model
updating techniques to bridges under trafc loads for op-
erational monitoring and damage identifcation. While the
Bayesian FE model updating techniques have already been
developed for model-only or joint-input-model identifca-
tion problems based on earthquake loads [21, 31–35] or wind
loads [36], prior applications are fundamentally diferent
from the current problem, wherein moving (trafc) loads are
the input to the system. Earthquake and wind load inputs are
characterized by unknown time-histories applied at known
locations, while trafc loads constitute unknown, discrete,
and continuously moving vehicular loads. Tese diferences
in the problem statement require a novel Bayesian model
updating formulation. In the present study, the tracked
locations of vehicles traversing the bridge, which are syn-
chronized with the recorded vibration responses of the
bridge, are used for the joint estimation of the FE model
parameters and vehicular loads. Te estimated FE model
parameters can be used to infer the location, mechanism,
and extent of damage in diferent regions of the bridge, with
the premise that the relatively large excitations induced by
vehicular loads are adequate to illuminate changes in
structural parameters due to damage.

In what follows, the aforementioned novel Bayesian FE
model updating formulation is presented (§2 and §3) and
verifed using synthetic yet realistic data generated through
detailed simulations with a prestressed concrete box-girder
bridge model featuring ten diferent types of damages (§4 and
§5). Various conclusions are also provided at the end (§6).

2. Proposed Approach for Bridge Operational
Monitoring and Damage Identification

As shown in Figure 1, in the present approach, the class and
location of vehicles traversing the bridge are obtained from
trafc cameras using a computer vision technique. Te
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dynamic responses of the bridge due to the trafc load are
assumed to be measured using a variety of sensors (e.g.,
accelerometers and noncontact displacement sensors). Te
class and location time-history data for the vehicles and the
measured dynamic responses of the bridge are then used as
inputs to a Bayesian FE model updating technique, the
establishment of which is the focal point of the present study
and will be discussed in the next section.

Although the adopted computer vision technique to track
the vehicles on the bridge and identify their classes (e.g., car,
truck, and bus) and locations from camera recordings is not
the subject of this study, some details are provided here for the
beneft of the reader, and further details can be found in
[37, 38]. Te overall technique is based on a track-by-
detection scheme. Te detector is based on the “You Only
Look Once version 3 (YOLOv3)” algorithm [39], and the
tracker is based on the Deep-SORT [40] technique, which
uses the motion and appearance characteristics of the de-
tected vehicles.Te identifed tracks are transformed from the
image coordinate system to the physical bridge deck co-
ordinate system, which is achieved by using markers in the
camera view with known positions.

Trough the Bayesian FE model updating process, the
unknown parameters characterizing the mechanical prop-
erties of the model along with the vehicular loads are esti-
mated. Tese parameters are treated as random variables, the
uncertainties of which are characterized by a joint probability
density function (PDF). Trough a Bayesian inference, the
information contained in the measured data is used to update
the prior PDF to yield the most probable estimates. Te
updated model with quantifed uncertainties can be regarded
as a digital twin of the real-world asset, which can be utilized
for various applications including load rating and asset
management throughout the lifetime of the bridge.

3. Bayesian Finite Element Model Updating
Technique for Joint Estimation of Model
Parameters and Vehicular Loads

Te FE model updating techniques for joint estimation of
model parameters and input have been developed previously

based on extended Kalman flters [21] and dual Kalman flters
[29]. Tese methods have been used for output-only system
identifcation of structures under seismic excitations (e.g.,
[21, 28, 34, 41]). Te Bayesian FE model updating formulation
proposed in this paper is relatively similar to the works pre-
sented in [21, 29] and is extended to apply for the joint model
parameter and vehicular load estimation problem herein.

Te response of the FE model of a bridge structure at
time step t to a set of vehicular loads with known position
time history can be expressed as a nonlinear function of the
model parameter vector, θ ∈ Rnθ×1, the vehicular load vector
for the vehicles that enter the bridge between time step t0 � 1
and time step t, wt ∈ Rnw,t×1, and the initial condition of the
dynamic states of the bridge, x0, as follows:

􏽢yt � ht θ,wt, x0( 􏼁, (1)

where 􏽢yt ∈ Rny×1 is the FE-predicted response of the bridge
and ht(. . .) is the nonlinear response function of the FE
model at time step t, encapsulating the dynamics of the
model from time step t0 � 1 to t.Te term nθ is the number
of model parameters, nw,t is the number of vehicles that enter
the bridge from time step t0 to time step t, and ny is the
number of measurement channels. In this study, we assume
an at-rest initial condition, i.e., x0 � 0. Due to this as-
sumption, the term x0 is excluded from the rest of the
formulations. However, at-rest initial condition may be
difcult to achieve in real-world applications and addressing
this can be the subject of future validation studies.

Te response of the bridge under trafc excitation is
measured using a set of sensors. Te simulation error vector
at time step t is defned as λt(θ,wt) ∈Rny×1, which describes
the discrepancy between the measured, yt, and FE-predicted,
ht(θ,wt), responses of the bridge as follows:

λt θ,wt( 􏼁 � yt − ht θ,wt( 􏼁. (2)

Te simulation error vector nominally includes the
measurement noise and the efects of modeling error [31].
However, the efects of modeling error, including modeling
simplifcation and inaccuracies, uncertainty in geometry and
boundary conditions, vehicle location error, and vehicle-
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Figure 1: Te proposed approach for operational monitoring and damage identifcation of bridges by integrating mechanics-based FE
models with data obtained from vibration sensors and trafc cameras.
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bridge interaction, in this initial verifcation study are
neglected, and the measurement noise is modeled as a sta-
tionary and independent (in time and space) zero-mean
Gaussian white noise process with the PDF shown in
equation (3). It should be noted that this is a somewhat
limiting assumption that may be violated in a real-world
setting; however, addressing this issue is beyond the scope of
present study and is a candidate for future improvements. In
equation (3), R ∈ Rny×ny is the diagonal covariance matrix of
the simulation error, |R| denotes its determinant, and su-
perscript T denotes matrix/vector transpose operator.

p λt( 􏼁 �
1

(2π)
ny/2|R|

1/2e
− 1/2λt

TR−1λt . (3)

A window-based approach is selected to formulate the
Bayesian FE model updating technique. In this approach,
instead of utilizing the entire batch of the measured data, the
time-domain data is divided into a number of windows and
the unknown parameters are estimated at each window
sequentially. Tis helps improve the performance and
computational efciency of the model updating process
compared to a batch approach [20].

Contrary to previous studies that utilize a series of over-
lapping sequential windows [21, 34, 36], a rolling estimation
window method is devised here to formulate the Bayesian FE
model updating technique, as shown schematically in Figure 2.
In this method, the time domain is divided into ns estimation
windows and the sth estimation window covers time step t0 � 1
to ts, i.e., it overlaps with the entire previous window.
Terefore, as its name implies, the estimation window rolls up
in time. Tis method is developed because the conventional
sequential windowing is not applicable to the problem of
moving vehicles on the bridge.

Each vehicular load afects the response of the bridge at least
for the period of time that the vehicle traverses the bridge. In this
initial verifcation study, at the sth estimation window, the loads
of all vehicles that enter the bridge from the beginning (time step
t0) to time step ts are considered as unknown parameters. Te
unknown parameters, which are already estimated in the pre-
vious windows, will be transferred and re-estimated at the sth

estimationwindow. It is noteworthy that in the standardKalman
flter, the size of state vector is fxed. However, this condition is
not maintained in this specifc problem as vehicles can enter and
exit the bridge at any time with various speeds. Rolling esti-
mation method is a new approach specifcally designed and
formulated to address this problem.

It is worth noting that the selection of ns and the length of
estimation windows, (ts − t0)∀s≥ 2, may depend on the
problem confguration (e.g., length of the bridge and number of
vehicles) and computational resources, and would be based on
the judgment and experience. In general, it is advised to select
the rolling rate (i.e., ts − ts−1 for∀s≥ 1) large enough to ensure
the presence of at least one vehicle over [ts−1ts] on the bridge.
Moreover, smaller rolling rates refect more gradual data as-
similation, resulting in more stable parameter estimation.

Te estimation problem is solved across each esti-
mation window iteratively using all the measured data
from time step t0 to ts to estimate the model parameters
and vehicular loads that enter the bridge across that
window. After achieving convergence criteria for a given
estimation window, the estimation window is rolled up to
include the next batch of data. Te statistical properties of
the vehicular loads that are common between the new and
previous estimation windows are transferred from the
previous estimation window to the new one together with
the model parameters, and the estimation procedure is
repeated in the new window.

Te extended estimation parameter vector for the sth

estimation window is defned as φs � θT wts

T􏽨 􏽩
T
in which

wts
is the vector of vehicular loads that are estimated at the

sth estimation window-i.e., vehicles that enter the bridge
between t0 to ts. Te Bayes’ theorem at the sth estimation
window can be applied as follows:

p φs

􏼌􏼌􏼌􏼌y1: ts
􏼐 􏼑 �

p y1: ts

􏼌􏼌􏼌􏼌􏼌φs􏼒 􏼓 × p φs( 􏼁

p y1: ts
􏼐 􏼑

. (4)

In equation (4), the term p(φs|y1:ts
) is the joint posterior

PDF of the model parameters and vehicular loads and p(φs)

is prior PDF of model parameters and vehicular loads. Te
term y1:ts

� yT
1 yT

2 ... yT
ts

􏽨 􏽩
T

is the time history of the
measured bridge response at the sth estimation window, and
p(y1:ts

|φs) is the likelihood function. Te term p(y1:ts
) is

referred to as evidence and is a constant. Following equation
(2), p(y1:ts

|φs) � p(λ1:ts
); therefore,

p y1: ts

􏼌􏼌􏼌􏼌􏼌φs􏼒 􏼓 � 􏽙

ts

m�1

1
(2π)

ny/2|R|
1/2e

− 1/2 ym−hm θ,wm( )( )
TR−1 ym−hm θ,wm( )( ).

(5)

In order to jointly estimate the model parameters and
vehicular loads, the joint posterior PDF of the model pa-
rameters and vehicular loads should be maximized. Tis can
be expressed as follows:

􏽢φs( 􏼁MAP � argmax
φs( )

log p φs

􏼌􏼌􏼌􏼌 y1:ts
􏼐 􏼑􏼐 􏼑,

(6)

where MAP denotes the maximum a posteriori estimate.
Deriving the natural logarithm from equation (4) results in
the following equation:

log p φs

􏼌􏼌􏼌􏼌 y1:ts
􏼐 􏼑􏼐 􏼑 � c1 + log p y1:ts

􏼌􏼌􏼌􏼌􏼌φs􏼒 􏼓􏼒 􏼓 + log p φs( 􏼁( 􏼁,

(7)

where c1 is a constant. Substituting equations (5) into (7) and
considering a Gaussian distribution for the prior PDF of the
extended estimation parameter vector leads to the following
equation for the log-posterior PDF:
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log p φs

􏼌􏼌􏼌􏼌 y1:ts
􏼐 􏼑􏼐 􏼑 � c2 −

1
2

y1:ts
− h1:ts

φs( 􏼁􏼐 􏼑
T 􏽥Rs

− 1 y1:ts
− h1:ts

φs( 􏼁􏼐 􏼑 −
1
2
φs − 􏽢φ−

s( 􏼁
T 􏽢P−

φ,s􏼐 􏼑
− 1

φs − 􏽢φ−
s( 􏼁, (8)

where h1:ts
� hT

1 hT
2 ... hT

ts
􏽨 􏽩

T
and c2 is a constant. Te

terms 􏽢φ−
s ∈ R

(nθ+nw,ts
)×1 and 􏽢P−

φ,s ∈ R
(nθ+nw,ts

)×(nθ+nw,ts
) are the

prior mean vector and prior covariance matrix of the ex-
tended estimation parameter vector at the sth estimation

window. Considering the defnition of vector
y1:ts
∈ R(ts×ny)×1, the matrix 􏽥Rs ∈ R(ts×ny)×(ts×ny) is a block

diagonal matrix with the simulation error covariance matrix
R on the diagonal blocks as follows:

􏽥Rs �

(R)ny×ny

0
⋮

0

0

(R)ny×ny

⋮

0

. . .

⋮
⋱

. . .

0

0
⋮

(R)ny×ny

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ts×ny( 􏼁× ts×ny( 􏼁

. (9)

Te posterior joint PDF in equation (8) is maximized by
setting zlog(p(φs|y1:ts

))/zφs � 0, which can be solved as

zh1:ts
φs( 􏼁

zφs

􏼠 􏼡

T

􏽥Rs

− 1 y1:ts
− h1:ts

φs( 􏼁􏼐 􏼑 − 􏽢P−

φ,s􏼐 􏼑
− 1

φs − 􏽢φ−
s( 􏼁 � 0, (10)

and a frst-order approximation of h1:ts
(φs) can be derived as

h1: ts
φs( 􏼁 ∼ h1: ts

􏽢φ−
s( 􏼁 +

zh1: ts
φs( 􏼁

zφs

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌φs�􏽢φ
−

s

φs − 􏽢φ−
s( 􏼁. (11)

Te term zh1: ts
(φs)/zφs|φs�􏽢φ

−

s
is the FE response sensi-

tivity matrix with respect to the extended estimation pa-
rameter vector at 􏽢φ−

s and is denoted by C ∈ R(ts×ny)×(nθ+nw,ts
).

In this study, the matrix C is calculated using a fnite dif-
ference method. Substituting equations (11) into (10) results
in the following frst-order approximation equation for the
MAP estimate of φs:

􏽢φ+
s � 􏽢φ−

s + CT 􏽥Rs

− 1C + 􏽢P−

φ,s􏼐 􏼑
− 1

􏼒 􏼓
− 1
CT 􏽥Rs

− 1 y1: ts
− h1: ts

􏽢φ−
s( 􏼁􏼐 􏼑. (12)

In this equation, 􏽢φ+
s is the posterior mean estimate of φs.

Te term (CT 􏽥Rs

− 1C + (􏽢P−

φ,s)
− 1)− 1CT 􏽥Rs

− 1 is referred to as
the Kalman gain matrix [42] and is denoted by
K ∈ R(nθ+nw,ts

)×(ts×ny) hereafter. Te posterior covariance
matrix can be obtained as follows (see [32] for derivation
details):

􏽢P+

φ,s � (I − KC)􏽢P−

φ,s(I − KC)
T

+ K􏽥RsK
T
, (13)

where I ∈ R(nθ+nw,ts
)×(nθ+nw,ts

) is the identity matrix. Te de-
tails for derivation of the Bayesian model updating andMAP
formulations are similar to what has been used before in the
literature [43–46].
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Figure 2: Rolling estimation windowmethod for the Bayesian FEmodel updating technique.Te top left fgure shows the time history of the
measured data. Here the data is divided schematically into three estimation windows and the estimation will be completed sequentially using
these three windows.
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In the rolling estimation window method, the posterior
mean vector and the posterior covariance matrix of the
extended estimation parameter vector at the (s − 1)th esti-
mation window are transferred to the sth estimation window
and used as prior information. Te posterior mean vector
and the posterior covariance matrix of the model parameters
are transferred to the next estimation window directly and
considered as prior estimates. However, the vehicular loads
are divided into two groups.Te frst group includes the load
of vehicles that enter the bridge between time step ts−1 and ts.
Tese are called new vehicles in the sth estimation window
and their associated load vector is denoted as wn

ts
. Te initial

vehicular load estimates can be diferent from the true
values; and therefore, they will be estimated/updated
through the joint estimation process. Te second group
includes the load of those vehicles that enter the bridge
before ts−1. Tese are called remaining vehicles, their as-
sociated load vector is presented as wr

ts
and their posterior

mean vector and covariance matrix are transferred from the
previous estimation window and considered as priors. Te
mathematical detail of this process is further described.

Te posterior mean vector at the (s − 1)th estimation
window and the prior mean vector at the sth estimation
window are partitioned as follows:

􏽢φ+
s−1 � 􏽢θ

+

s− 1􏼐 􏼑
T

􏽢w+,r
ts−1

􏼐 􏼑
T

􏽢w+,n
ts−1

􏼐 􏼑
T

􏼔 􏼕
T

, (14)

􏽢φ−
s � 􏽢θ

−

s􏼐 􏼑
T

􏽢w−,r
ts

􏼐 􏼑
T

􏽢w−,n
ts

􏼐 􏼑
T

􏼔 􏼕
T

. (15)

In equation (14), 􏽢θ
+

s−1 is the posterior model parameter
estimates at the (s − 1)th estimation window. Vectors 􏽢w+,r

ts−1
and

􏽢w+,n
ts−1

are the posterior estimates for remaining and new ve-
hicular loads at the (s − 1)th estimation window, respectively.
Te term 􏽢θ

−

s � 􏽢θ
+

s−1 is the prior model parameter estimates at
the sth estimation window. Te vector
􏽢w−

ts
� (􏽢w−,r

ts
)T (􏽢w−,n

ts
)T

􏽨 􏽩
T
is the prior estimate for vehicular

loads at the sth estimation window, including the remaining
and new vehicular loads. Te term 􏽢w−,r

ts
�

(􏽢w+,r
ts−1

)T (􏽢w+,n
ts−1

)T
􏽨 􏽩

T
is the prior estimate for the remaining

vehicular load vector at the sth estimation window and includes
the load of all the vehicles that enter the bridge before ts−1. Te
term 􏽢w−,n

ts
include the initial load estimate of the vehicles that

enter the bridge between time step ts−1 and ts.
Te partitioning of the posterior covariancematrix of the

extended estimation parameter vector at the (s − 1)th esti-
mation window follows similar logic as

􏽢P+

φ,s−1 �

􏽢P+

θθ􏼐 􏼑
s−1

􏽢P+

θwr􏼐 􏼑
s−1

􏽢P+

θwn􏼐 􏼑
s−1

􏽢P+

wrθ􏼐 􏼑
s−1

􏽢P+

wrwr􏼐 􏼑
s−1

􏽢P+

wrwn􏼐 􏼑
s−1

􏽢P+

wnθ􏼐 􏼑
s−1

􏽢P+

wnwr􏼐 􏼑
s−1

􏽢P+

wnwn􏼐 􏼑
s−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (16)

In equation (16), (􏽢P+

XY)s−1 represents the posterior cross-
covariance matrix of parameter vectors X and Y at the
(s − 1)th estimation window. Te prior covariance matrix of
the extended estimation parameter vector at the sth esti-
mation window is partitioned as follows:

􏽢P−

φ,s �

􏽢P−

θθ􏼐 􏼑
s

􏽢P−

θwr􏼐 􏼑
s

0

􏽢P−

wrθ􏼐 􏼑s
􏽢P−

wrwr􏼐 􏼑
s

0

0 0 􏽢P−

wnwn􏼐 􏼑
s

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (17)

It can be followed that (􏽢P−

θθ)s = (􏽢P+

θθ)s−1,

(􏽢P−

wrθ)s � (􏽢P−

θwr )s

T
�

(􏽢P+

wrθ)s−1
(􏽢P+

wnθ)s−1
􏼢 􏼣 and

(􏽢P−

wrwr )s �
(􏽢P+

wrwr )s−1 (􏽢P+

wrwn )s−1
(􏽢P+

wnwr )s−1 (􏽢P+

wnwn )s−1
􏼢 􏼣.

Also, the diagonal matrix (􏽢P−

wnwn )s is the prior covariance
matrix of w−,n

ts
and should be initialized. As a summary, the

process to setup the prior estimates at the sth estimation
window is shown schematically in Figure 3. As can be seen in
this fgure, the posterior mean vector and covariance matrix
for model parameters at the (s − 1)th estimation window are
transferred as the prior mean vector and covariance matrix
to the sth estimation window. Moreover, the posterior mean
vector and covariance matrix of the remaining and new
vehicular loads at the (s − 1)th estimation window are
transferred to the sth estimation window and augmented
with those of the new vehicular load to yield the prior mean
vector and covariance matrix of vehicular loads.

To increase the accuracy of the model updating tech-
nique and to fnd the correct posterior estimates of model
parameters and vehicular loads, it is needed to iterate at each
estimation window and update the prior estimates of the
mean vector and covariance matrix of the extended esti-
mation parameter vectors until they converge. To improve
the convergence of the updating process, a diagonal matrix
with small positive diagonal entries, represented by Qs, is
added to the posterior covariance matrix to result in the
prior covariance matrix for the next iteration [21].

􏽢P−

φ,s,i+1 � 􏽢P+

φ,s,i + Qs. (18)

In equation (18), 􏽢P+

φ,s,i and 􏽢P−

φ,s,i+1 denote the posterior
covariance matrix at the ith iteration and prior covariance
matrix at the (i + 1)th iteration at the sth estimation window,
respectively. In this study, the matrixQs is a diagonal matrix,
in which the jth diagonal entry is set to q × φs,j. Te term φs,j

is the jth term of vector φs, and q is a small constant scalar.
Te initial estimates for model parameters, 􏽢θ

+

0 , are se-
lected based on the prior information about model pa-
rameters obtained by engineering judgement from
inspection reports. Moreover, assuming that the model
parameters and vehicular loads are statistically independent,
the initial covariance matrix of model parameters, (􏽢P+

θθ)0, is
initialized as a diagonal matrix, in which the jth diagonal
entry is the variance of the initial estimate of the jth model
parameter and is defned as (pθ × 􏽢θ

+

0,j)
2. In this defnition,

􏽢θ
+

0,j is the jth term of vector 􏽢θ
+

0 and pθ is a scalar. Also, the
matrix (􏽢P−

wnwn )s is initialized as a diagonal matrix at the sth

estimation window, in which the jth diagonal entry is the
variance of the initial estimates of the new vehicular loads
and is equal to (pw × 􏽢w−,n

ts,j
)2, where 􏽢w−,n

ts,j
is the jth term of

vector 􏽢w−,n
ts

and pw is a scalar. Te algorithmic details of the
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proposed Bayesian FE model updating technique is sum-
marized in Table 1.

4. DamageMechanisms in Prestressed Concrete
Box-Girder Bridges

To identify the severity and extent of damage from the
updated model parameters, it is necessary to understand
how diferent mechanisms of damage may afect the me-
chanical properties of the bridge and how they can be re-
fected in the FE model. Terefore, the common damage
mechanisms in prestressed concrete box-girder bridges and
their modeling strategies are discussed in this section.

4.1. Concrete Deterioration. Concrete deterioration may
happen over time as a result of chemical (e.g., deicing salts)
and/or physical (e.g., freeze-and-thaw) attacks to the con-
crete matrix, and lead to degradation of mechanical prop-
erties (e.g., stifness and strength) of reinforced and
prestressed concrete members [47, 48]. Terefore, localizing
and quantifying concrete deterioration is essential to decide
the maintenance or replacement of bridge members. Con-
crete deterioration can be classifed as delamination and
degradation (see Figure 4). Concrete delamination is the
horizontal debonding between rebar and concrete as
a consequence of expansion in corroded rebars [50, 51]. It
results in the reduction of the efective concrete thickness,
and if happens in bridge decks, can lead to the loss of fexural
stifness and strength of the bridge [52]. Hence, in the FE
model of the bridge, concrete delamination in top slab
(deck) is simulated by reducing the concrete thickness, thc

(discussed in detail in §5.1). As listed in Table 2, four de-
lamination damage states are defned following the Min-
nesota Department of Transportation inspection manual.
Te damage states criteria are determined based on the ratio
of the efective to the nominal (design) thickness of the deck
concrete [53].

Concrete degradation may happen as a result of several
factors, including reinforcement corrosion and alkali-silica
reaction, which develop cracks in the concrete matrix and
reduce its compressive strength and stifness [49, 51, 54]. So,
in the FEmodel of the bridge, concrete degradation in bridge
deck and girders is simulated through the reduction of
concrete compressive strength, denoted as fc

′ in Figure 5. In
this fgure the terms ft

′, fcu
′ , Ec, εc, and εcu are the concrete

tensile strength, crushing strength, initial stifness, strain at
compressive strength, and strain at crushing strength, re-
spectively. Reduction in the concrete compressive strength
results in the reduction of stifness and tensile and crushing
strength of the concrete material model. A study on the
concrete degradation reported an ultimate reduction of
27.6% in fc

′ in natural environment over a period of six years
[55]. Moreover, studies on the durability of concrete sub-
jected to harsh acidic environments have reported up to 28%
reductions in fc

′ [56]. According to the same studies, it is
concluded that a severe concrete degradation may result in
25% or more reduction in fc

′. Moreover, in [57], a model has
been developed for reduction of fc

′ due to concrete deg-
radation.Te study suggested that the reduction rate of fc

′ in
degraded concrete increases sharply after 15% reduction. So,
15% to 25% reduction in fc

′ is assumed to represent a mild
concrete degradation in this study. Moreover, up to 5%
reduction in fc

′ is expected to have minor adverse efects on

Posterior estimates for mean vectors Prior estimates for mean vectors

Model parameters Model parameters

Vehicular loads that enter the bridge 
before 

Vehicular loads that enter the bridge 
before 

Vehicular loads that entered the bridge 
between and 

Vehicular loads that entered the 
bridge between and 

Posterior estimates for cross-covariance matrices Prior estimates for cross-covariance matrices
Model parameters Model parameters

Model parameters and vehicular loads 
that enter the bridge before = Model parameters and vehicular loads 

that enter the bridge before 

Model parameters and vehicular loads 
that enter the bridge between and 

=
Vehicular loads that enter the bridge 

before Vehicular loads that enter the bridge 
before 

Vehicular loads that enter the bridge 
before and between and 
Vehicular loads that enter the bridge 

between and 
Vehicular loads that enter the bridge 

between and 

estimation window estimation window

Figure 3: Te process of transferring the posterior estimates at the (s − 1)th estimation window to the prior estimates at the sth estimation
window.
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the bridge response. So, 5% to 15% reduction in fc
′ is

considered as minor concrete degradation and less than 5%
reduction is categorized as no damage state. A summary of
the proposed degradation damage states and color codes are
provided in the fourth column of Table 2.

4.2. Reinforcement Corrosion. Another primary conse-
quence of reinforcement corrosion in bridge decks is the loss
of cross-sectional area of steel and steel-concrete bond,

which may afect the fexural strength in negative moment
regions (e.g., on top of piers, where the top slab endures
tensile fexural stress). Te slab reinforcement in the FE
model are simulated with an equivalent smeared layer, and
its corrosion is simulated by reducing the thickness of the
smeared steel layer at top slab, ths (discussed in detail in
§5.1).Te corrosion damage state can be quantifed based on
Zhu [51], in which an experimental test was performed on
reinforced beams subjected to chloride environments for 14,

Table 1: Te proposed Bayesian FE model updating algorithm.

(1) Initialization:
(1.1). Set the initial values for 􏽢θ

+

0 and (􏽢P+

θθ)0
(1.2). Set t0 � 1
(1.3). Set 􏽢φ+

0 � 􏽢θ
+

0 , 􏽢P+

φ,0 � (􏽢P+

θθ)0,􏽢w
+,r
0 � 0, 􏽢w+,n

0 � 0, (􏽢P+

wrθ)0 � 0, (􏽢P+

wnθ)0 � 0, (􏽢P+

wnwr )0 � 0, (􏽢P+

wrwr )0 � 0, and (􏽢P+

wnwn )0 � 0
(2) For the sth estimation window (s � 1, 2, . . . , ns):
(2.1). Set ts.

(2.2). Retrieve the posterior mean vector and covariance matrix of the extended estimation parameter vector from the (s − 1)th

estimation window (􏽢φ+
s−1,

􏽢P+

φ,s−1)

(2.3). Detect the vehicles that enter the bridge between time step ts−1 and ts and initialize the associated prior mean vector and covariance
matrix of vehicular loads (􏽢w−,n

ts
, (􏽢P−

wnwn )s).

(2.4). Transfer posterior estimates from the (s − 1)th estimation window and fnd the prior mean vector (equation (15)) and prior
covariance matrix (equation (17)) of the extended estimation parameter vector
(2.5). Find 􏽥Rs (equation (9)) and Qs.

(2.6). Initialize for iteration: set 􏽢φ+
s,0 � 􏽢φ−

s
and 􏽢P+

φ,s,0 � 􏽢P−

φ,s

(2.7). Iterate (i � 1, 2, . . .):
(2.7.1). Set 􏽢φ−

s,i � 􏽢φ+
s,i−1 and 􏽢P−

φ,s,i � 􏽢P+

φ,s,i−1 + Qs

(2.7.2). Run the FE model using 􏽢φ−
s,i to derive the FE response and response sensitivities, i.e., 􏽢y1: ts

� h1: ts
(􏽢φ−

s,i) and
C� zh1: ts

(φs)/zφs|φs�􏽢φ
−

s,i

(2.7.3). Compute the Kalman gain matrix: K � (CT 􏽥Rs

− 1C + (􏽢P−

φ,s,i)
− 1)− 1CT 􏽥Rs

− 1

(2.7.4). Derive the posterior mean vector and posterior covariance matrix of the extended estimation parameter vector, i.e.,
􏽢φ+

s,i � 􏽢φ−
s,i + K(y1: ts

− 􏽢y1: ts
), 􏽢P+

φ,s,i � (I − KC)􏽢P−

φ,s,i(I − KC)T + K􏽥RsKT

(2.7.5). Check for convergence. If |􏽢φ+
s,i − 􏽢φ+

s,i−1|< tol1 × |􏽢φ+
s,i−1| or i> tol2, where tol1 is the tolerance limit for relative change in the

extended estimation parameter vector and tol2 is the maximum number of iterations, then move to the next estimation window: set
􏽢φ+

s � 􏽢φ+
s,i and 􏽢P+

φ,s � 􏽢P+

φ,s,i, s � s + 1, and go to step 2. Otherwise, iterate again in the current estimation window: set i � i + 1 and go to
step 2.7

(a) (b)

Figure 4: Concrete deterioration: (a) bridge deck delamination in a drilled hole and (b) bridge deck degradation due to alkali-silica reaction
[49].

Table 2: Proposed damage state and color codes for diferent damage mechanisms based on the ratio of the damaged to nominal (design)
parameter value.

thc: top slab concrete thickness, fc
′: concrete compressive strength, ths: top slab smeared steel layer thickness, and PF: prestressing force.
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23, 26, and 28 years. Te results showed more than 30%
reduction in steel cross-sectional area in the most severe
cases. So, 30% loss in ths is considered as the upper bound
for severe corrosion state in this study. Other corrosion
damage states are defned as a linear function of loss in ths,
i.e., up to 10% loss indicates no damage state, up to 20% loss
represents minor steel corrosion, and up to 30% shows mild
steel corrosion damage state.

4.3. Loss of Prestressing Force. Te high-strength steel ten-
dons, which are used in pretensioned or posttensioned sys-
tems, can experience corrosion, which can also lead to
microcracking and deterioration of the bond between con-
crete and tendons as a result of the loss of prestressing force
[58]. Tis damage mechanism is simulated through a re-
duction in the prestressing force (PF). Study of accelerated
corroded prestressed beams exhibited up to 50% reduction in
prestressing force [58]. Based on this study, over 30% re-
duction in PF is considered as severe loss of prestressing force
herein. Also, a mild damage state is defned as 16 to 30% loss
in PF, and 5 to 16% loss is defned as minor damage state.
Moreover, loss of prestressing force less than 5% is considered
as a no damage state. Te corresponding limits and color
codes are provided in the last column of Table 2.

5. Verification Study Using Numerically
Simulated Data

Te proposed Bayesian FE model updating technique for
operational monitoring and damage identifcation is verifed
through examination of 10 diferent numerically simulated
damage scenarios for a prestressed concrete box-girder bridge
subjected to trafc load. Te verifcation study process is as
follows: First, a mechanics-based nonlinear FE model of the
bridge is developed in OpenSees [59]. Te FE model is pa-
rametrized to simulate various damage mechanisms as dis-
cussed in the previous section.Ten, an identifability analysis
[60] is performed to fnd the likely identifable model pa-
rameters and the most informative measurement locations.
After that, the acceleration responses of the bridge are sim-
ulated to a random trafc load scenario and polluted with
artifcial measurement noises to result in the measured re-
sponses. In the next step, the measured responses and the
location of vehicles on the bridge are fed into the Bayesian FE

model updating technique, which is implemented in MAT-
LAB [61] interfacing with OpenSees [59] to jointly estimate
the vehicular loads and model parameters. Te fnal estimates
of the model parameters are used to infer damage states along
the bridge, which is then compared with the simulated
damage states to evaluate the efcacy of the proposed tech-
nique. Details of the developed FE model are discussed in
Section 5.1. Te process to simulate the trafc load is pre-
sented in Section 5.2. Following that, the identifability as-
sessment and the 10 simulated damage scenarios are
described. Finally, the damage identifcation outcomes are
presented and discussed in Section 5.5.

5.1. Finite Element Model of the San Roque Canyon Bridge.
Te bridge model used in this study is based on the San
Roque Canyon (SRC) highway overpass bridge, which is
located in Santa Barbara County, CA, and was built in 1984.
SRC is a prestressed reinforced concrete box-girder bridge
and a representative of a large inventory of aging box-girder
bridges in the west coast U.S., which are prone to concrete
deterioration, reinforcement corrosion, loss of prestressing
force, and subsequent structural damage.

Te SRC is a three-span straight and continuous bridge
with a 14m-wide deck supporting two lanes of trafc (one
lane in each direction). Te midspan is 61m-long and the
two adjacent spans are 44m-long. Te superstructure
consists of fve box girders with 2m depth and 300mm web
thickness.Te top and bottom slabs are 200mm and 160mm
thick with #4@230mm and #5@470mm longitudinal re-
inforcement, respectively.

Based on the as-built structural drawings, a detailed FE
model of the bridge is created in OpenSees. Since the present
study is focused on the dynamics of the bridge under trafc
load, the soil-foundation and soil-abutments are not in-
cluded in the model for simplifcation. Piers are fxed-base
and abutments are modeled with roller supports. Piers are
modeled with elastic beam-column elements with modulus
of elasticity of 27.8GPa and a Caltrans octagon cross-section
with 2m depth and 3.2m width. Girders are modeled using
fber-section displacement-based beam-column elements,
with an approximate length of 4m, and fve integration
points. Moreover, the linear-elastic shear and torsional
stifness of the girders are calculated and aggregated on the
fber sections. Te tendons in the girders have a nominal

strain

stress

εcu εc

εc

= 0.33

= 0.1

(MPa)

Ec = 2Ec

Undamaged concrete
Damaged concrete

fc
′

fc
′

fc
′

fc
′fcu

′

fcu
′

ft
′

ft
′

Figure 5: Stress-strain model of concrete material and how reduction in fc
′ simulates concrete degradation.
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cross-sectional area of 5335mm2 each. To accurately model
the tendon profle, the depth of the tendon at the integration
points of each element is determined based on the as-built
drawings. Top and bottom slabs are modeled using layered
quadrilateral shell elements (ShellDKGQ) with an approxi-
mate mesh size of 4m× 2.5m, and the slab reinforcements
are modeled using smeared steel layers [62]. Top and bottom
shell elements are connected to the beam-column element
nodes using rigid links. Te concrete is modeled using
Concrete02 material with nominal compressive strength of
34.5MPa, strain at maximum strength of 0.2%, strain at
crushing strength of 2% –other parameters are defned based
on Figure 5. Te reinforcing steel is modeled using steel02
material with modulus of elasticity of 200GPa. Moreover,
the initial strain of 0.66% due to the prestressing force in
tendons is assigned to the corresponding steel02 material
using InitStrainMaterial. In summary, the FEmodel consists
of 150 beam-column elements, 300 shell elements, 597
joints, and 3510 degrees of freedom. A view of the fnal
model with prestressing forces applied and a schematic
representation of the superstructure are illustrated in Fig-
ure 6. Te fgure clearly presents the upward camber due to
the prestressing forces. Rayleigh damping is modeled con-
sidering 5% damping ratio for the frst and the ffth vertical
modes. To simulate the nonlinear response of the bridge to
the trafc load, the nonlinear time history analysis is per-
formed using the Newmark average acceleration method
with a constant time step size of 0.01 seconds. Te New-
ton–Raphson method is used to iteratively solve the non-
linear equilibrium equations.

5.2. Trafc Load Simulation. To simulate the trafc load, an
algorithm is developed to simulate random realistic trafc
scenarios and calculate the resulting time history of nodal
loads that will be applied to the bridge model. Te developed
algorithm generates a sequence of vehicles with random
loads. Te loads have a uniform distribution function
ranging from 8 kN for motorbikes to 50 kN for light/me-
dium trucks with lengths of 2m to 5m, respectively. Vehicles
have a random speed with a uniform distribution function
between 25m/s to 35m/s. However, to avoid overtaking on
the bridge, it is assumed that a vehicle cannot travel faster
than the one ahead. With this condition, each vehicle’s speed
is considered as the minimum value of the randomly gen-
erated speed and speed of the vehicle ahead. A random safety
time with a uniform distribution between 3.0 and
3.1 seconds is maintained between the vehicles.Tis could be
shown as follows:

ETi � f ix
1
dt

× ETi−1 +
li−1/2
vi−1

+ STi􏼠 􏼡􏼢 􏼣 × dt, (19)

where ETi is the entrance time for the ith vehicle. Function
fix[X] rounds the value of X to the nearest integer toward
zero. Parameter dt is the sampling time step (0.01 second
here). Parameters li−1 and vi−1 are the length and speed of the
(i − 1)th vehicle and parameter STi is the safety time between
the (i − 1)th and ith vehicles. Center of gravity of vehicles is
coincided with the mesh lines at the middle of each trafc

lane. To calculate the time history of the trafc load, the total
time duration of trafc is divided into multiple time steps. At
each time step, the load of each vehicle (applied at its center
of gravity) is distributed to the nodes of adjacent shell el-
ements. Te share of vehicular load transferred to each node
is linearly proportional to the distance between the node and
the vehicle. Further details are presented in Figure 7. Finally,
the resultant nodal loads are added up at each node to yield
the nodal load time history for the simulated trafc scenario.
Tis vehicular load distribution method is later used in
identifability analysis and forward simulations, as well as
model updating process.

5.3. Identifability Assessment. Identifability assessment is
a critical step in any model updating process to fnd the likely
identifable model parameters and decide about the most
informative sensor arrangement. An information-theoretic
approach for identifability assessment based on [60] is used
in this study. In this approach, the amount of information that
each FE model parameter receives from the measurement
data and the mutual correlation between parameter pairs are
evaluated. Te FE model parameters that receive little or no
information or are strongly correlated with other parameters
are likely to be poorly identifable. Terefore, they will be
excluded from the parameters that are intended to be
identifed through the model updating process. Moreover, the
amount of information that diferent measurement channels
carry about themodel parameters are used to decide about the
location of measurement channels along the bridge.

In the frst step, themost general parametrization scheme for
the SRC bridge model with 25 model parameters is considered
for identifability assessment. Tese parameters include pre-
stressing force (PF), compressive strength of girders and top slab
(f′gc and f′dc ), top slab concrete thickness (thc), and top slab
smeared steel layer thickness (ths) at 5 diferent regions along the
bridge. According to Figure 8, regions 1, 3, and 5 are the positive
moment regions, where the top slab is expected to be in com-
pression under operational loads. Regions 2 and 4 are the
negative moment regions, where the top slab is susceptible to
tensile cracking and the subsequent deterioration and rebar
corrosion. In this study, the corresponding length of regions 1 to
5 is set to 39.50, 10.62, 48.76, 10.62, and 39.50m, respectively.Te
nominal values of themodel parameters are presented in Table 3.
Moreover, 15 possible locations for acceleration measurement
channels are considered on the bridge as shown in Figure 8.

To run the identifability assessment, a random trafc
scenario is simulated on the bridge FE model and the
sensitivity of the measured responses with respect to each
model parameter at its nominal value is computed. Te
resulting sensitivity matrix is used to calculate the relative
entropy gain of each model parameter and the mutual
entropy gains between parameter pairs based on [60].
Tese results are presented in Figures 9(a) and 9(b), re-
spectively. For a better understanding of the dependencies
between parameter pairs in Figure 9(b), the values on each
row are normalized to their corresponding diagonal value
and then the diagonals are nullifed (actual values are
replaced by zero). Tis normalization method results in an
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Figure 6: FE model of the SRC bridge: (a) bridge camber after applying the prestressing forces and (b) schematic presentation of the
superstructure modeling details.
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Figure 7: Distribution of the vehicular load to the shell elements’ nodes.
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Figure 8: Diferent regions defned based on the expected moment diagram of the bridge. Markers represent the location of measurement
channels used in the identifability assessment. Among the markers, the fve locations shown with circular markers are selected for model
updating.

Table 3: List of model parameters used for identifability assessment and their nominal values.

Parameter ID Description Nominal value
1–5 Prestressing force in regions 1 to 5, respectively (PF) 6.90MN
6–10 Efective compressive strength of girders in regions 1 to 5, respectively (fc

′g) 34.5MPa
11–15 Efective compressive strength of top slab in regions 1 to 5, respectively (fc

′d) 34.5MPa
16–20 Top slab concrete thickness in regions 1 to 5, respectively (thc) 199.5mm
21–25 Top slab smeared steel layer thickness in regions 1 to 5, respectively (ths) 0.5mm
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asymmetrical representation for the relative mutual
entropy gains.

As can be observed in Figure 9(a), parameters 16–20 that
represent the top slab concrete thickness (thc) in regions 1 to
5, respectively, have a considerable relative entropy gain.
However, as can be seen in Figure 9(b), these parameters are
correlated with other parameters, especially 6–10 and 11–15,
representing compressive strength of girders (fc

′g) and top
slab (fc

′d) in regions 1 to 5, respectively. Tis is due to the
simultaneous efect of concrete compressive strength and its
thickness on the stifness and, thus, dynamic response of the
bridge. Terefore, distinguishing between top slab concrete
thickness and its compressive strength is not possible. Tis
means that either thc or fc

′d should be fxed. Te normalized
relative mutual entropy gains between the parameters thc

and fc
′d in Figure 9(b) suggests that the parameters thc have

greater dependency on the parameters fc
′d. Consequently, in

the model updating process, the top slab concrete thickness
(thc) is fxed, and its compressive strength (fc

′d) is estimated.
Parameters 6–10 (fc

′g) with considerable relative entropy
gain and low dependency on other parameters are selected as
model parameters to estimate concrete degradation in girders.
Moreover, parameters 21–25, which represent the thickness of
smeared steel layer at top slab (ths) in regions 1 to 5, re-
spectively, have negligible relative entropy gains. Tis is also
due to their minor efect on the dynamic response of the bridge
under the trafc load. So, the fve ths parameters are fxed
through the model updating process. However, as stated in
Section 4.1, steel corrosion can result in concrete degradation.
Hence, the top slab reinforcement corrosion could be implicitly
screened through the reduction in compressive strength (f′dc ).

Parameters 1–5 that represent prestressing force (PF) in
regions 1 to 5, respectively, have relatively low entropy gains.
However, as can be noticed in Figure 9(b), these parameters have

little dependency on other parameters. So, they are included in
the model parameters; but, uncertainty in the estimated values is
expected to be large due to their low relative entropy gain.

As a summary, all the parameters ths,thc,PF,fc
′g, and fc

′d

are used in the forward simulations to simulate damage in
the bridge. Concrete degradation in girders and top slab is
simulated and estimated through fc

′g and fc
′d, respectively.

However, as discussed, the parameters thc and ths cannot be
estimated in the model updating process and are excluded
from the model parameters to be estimated. On the other
hand, concrete delamination and steel corrosion have si-
multaneous efects on parameters thc and fc

′d, and ths and
fc
′d, respectively (see §4). So, while concrete delamination

and steel corrosion are simulated through parameters thc

and ths, respectively, these damage mechanisms are im-
plicitly estimated through the parameters fc

′d. Moreover, it
should be noted that in the Bayesian FE model updating
technique, the parameters thc and ths are fxed at their
nominal (design) values. Finally, tendon corrosion and bond
deterioration are simulated and estimated through PF.
Hereafter, the term “model parameters” is exclusively used
to refer to the parameters that are estimated in the FE model
updating process (i.e., PF,fc

′g, and fc
′d in fve regions). Tis

results in 25 parameters for damage simulation and 15
model parameters for the FE model updating.

At the next step, the total entropy gain of the selected 15
model parameters is calculated for each candidate mea-
surement channel and presented in Figure 10. As can be
observed, channels 1 and 4 provide information for pa-
rameters fc

′g and fc
′d. Since these channels have symmetric

location with respect to the centroid line of the bridge in its
longitudinal direction (see Figure 8), only one of them,
channel 1 herein, is selected. Measurement channels 2, 3,
and 5 provide small entropy gain for the model parameters
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Figure 9: Identifability assessment results: (a) relative entropy gains and (b) relative mutual entropy gain between parameter pairs. In part
(b), frst each row is normalized to the corresponding diagonal value and then the diagonals are nullifed to help the presentation.

12 Structural Control and Health Monitoring



and are not deemed useful. Measurement channels 6 and 7
provide a higher entropy gain than measurement channel 1
for parameters 8 and 13, and so they are selected. However,
since they are located symmetrically, only one of them is
selected, (channel 7 herein). Measurement channels 8 and 9
provide the largest entropy gain for model parameter 13, and
because of their symmetric location, only measurement
channel 8 is selected. Betweenmeasurement channels 10 and
11, which are informative about model parameter 8, channel
11 is selected. None of the measurement channels 12 and 13
are selected due to their relatively low information content.
Finally, between measurement channels 14 and 15, which
both contain valuable information about parameters 6–10
and 11–15, the measurement channel 14 is selected.Te fnal
locations of selected measurement channels are shown in
Figure 8 with circular marks.

5.4. Damage Scenarios. In this study, 10 unique damage
scenarios are defned to verify the damage identifcation
capability of the proposed approach (see Table 4). Te pa-
rameters that are used in the simulation of damage but are
not estimated through the model updating process are listed
in this table using bold fonts. Te presented scenarios
represent a wide range of damage conditions starting from
localized minor damage (e.g., D01) to extensive distributed
damage (e.g., D06). Tese scenarios are included to examine
the performance of the proposed approach in identifying
various simple to complex damage conditions. Each damage
scenario is modeled by altering the parameter values from
their nominal to the corresponding true values, which is
used to simulate damage. Te simulated loss for each pa-
rameter in Table 4 is defned as follows:

Simulated Loss (S.L.) (%) � 1 −
True value

Nominal value
􏼠 􏼡 × 100.

(20)

5.5. Bayesian FE Model Updating and Damage Identifcation
Results. Te Bayesian FE model updating technique
presented in Table 1 is implemented using 20 seconds of
acceleration measurement data. Te FE simulated accel-
eration responses are polluted with artifcial zero-mean
Gaussian noises with root mean square (RMS) noise-to-
signal ratio of 4%. Considering a sampling rate of 100Hz
for measurements, the input time history is divided into
20 rolling estimation windows (i.e., ns � 20-see Table 1)
with constant rolling rate of 100 time steps (i.e., t1 � 100
and ts − ts−1 � 100,∀s≥ 2). Te relative initial error (RIE)
for each model/vehicular load parameter is defned as
follows:

Relative Initial Error (RIE)(%) �
Initial value
True value

− 1􏼠 􏼡 × 100.

(21)

Te RIE represents the diference between the initial es-
timates of model and vehicular load parameters (􏽢θ

+

0 or 􏽢w−,n
ts
)

and their corresponding true values. To set the initial co-
variance matrix of model parameters (􏽢P+

θθ)0, the term pθ is set
to 0.1. Moreover, to form the prior covariance matrix of new
vehicles at each estimation window (i.e., (􏽢P−

wnwn )s,∀s), the term
pw is set to 0.1. Te variance of the measurement noise at all
channels (i.e., the diagonal entries of the simulation error
covariance matrix R) are assumed to be time-invariant and
equal to (0.03%g)2. To form matrix Qs at each estimation
window, the term q is set to 10− 9.Te tolerance limits tol1 and
tol2 do not have a signifcant efect on the model updating
results. However, it is noteworthy that an increase in tol1 and
a decrease in tol2 would reduce both the computational cost
and accuracy of the results. Te authors’ preliminary studies
have shown that tol1 � 0.0015 and tol2 � 16 are reasonable
values for this specifc problem. Further increasing the number
of iterations or decreasing the tolerance does not signifcantly
change the results. Also, the constrained correction approach
based on [32] is implemented in the Bayesian FE model
updating technique. Tis is to avoid the estimation of
unphysical parameter values, and to improve the convergence
and robustness of the algorithm. Te lower bound for model
parameter and vehicular load estimates are 0.1 of the initial
estimates and the upper bounds are 10 times of the initial
estimates.Temodel updating process is carried out in 5hours
using parallel processing scheme with 30 CPU threads. In this
section, the model updating results for the simulated damage
scenario D03 is presented in details frst, and then the results
for all damage scenarios are provided in a tabulated format and
further discussed.

Damage scenario D03 represents severe degradation
and delamination in top slab and girders in region 2 and
includes mild corrosion in top slab reinforcements and
tendons in girders in this region. Te true damage state
and color code for each region is defned based on the
most severe damage state in that region and is shown in
Figure 11 for damage scenario D03. In this fgure, for each
parameter, the simulated loss is shown in the second
column of the tables.
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Table 4: Details of the damage scenarios.

Damage
scenario
I.D.

Parameter
I.D.

S.L. (Eq. (20)) 

DescriptionRegion 

1 2 3 4 5

D01 

0 10 0 0 0 

Minor degradation in top slab and girders, localized in region 2

0 10 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

D02 

0 20 0 0 0 

Mild degradation in girders and top slab and mild delamination in
top slab resulted from severe top slab reinforcement corrosion,

localized in region 2

0 15 0 0 0 
0 0 0 0 0 
0 40 0 0 0 
0 30 0 0 0 

D03 

0 30 0 0 0 
Severe degradation in girders and top slab and severe

delamination in top slab resulted from mild corrosion in top slab
reinforcement, and mild loss in prestressing force due to tendon

corrosion, localized in region 2

0 30 0 0 0 
0 20 0 0 0 
0 25 0 0 0 
0 40 0 0 0 

D04 

10 5 10 10 10 

Minor degradation in top slab and girders, distributed along the
bridge

10 5 5 5 10 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 

D05 

20 20 15 20 20 

Mild degradation in top slab and girders and minor prestressing
force loss due to tendon corrosion, distributed along the bridge

15 20 15 15 20 
10 10 5 15 10 
0 0 0 0 0 
0 0 0 0 0 

D06 

5 10 5 10 5 

Minor degradation in girders and top slab and minor
delamination in top slab resulted from mild top slab

reinforcement and tendon corrosion, distributed along the bridge

5 10 5 10 5 
20 25 20 25 20 
25 30 25 30 25 
5 10 5 19 5 

D07 

0 0 0 0 0 

Minor delamination resulted from minor top slab reinforcement
corrosion, localized in region 2

0 0 0 0 0 
0 0 0 0 0 
0 20 0 0 0 
0 10 0 0 0 

D08 

0 25 0 0 0 

Severe delamination and severe degradation in top slab resulted
from severe top slab reinforcement corrosion,

localized in region 2

0 0 0 0 0 
0 0 0 0 0 
0 50 0 0 0 
0 50 0 0 0 

D09 

0 0 0 0 0 

Bond deterioration between concrete and tendon resulted in mild
and minor prestressing force loss, distributed along the bridge

0 0 0 0 0 
25 15 15 15 25 
0 0 0 0 0 
0 0 0 0 0 

D10 

0 0 0 0 0 

Mild tendon corrosion, distributed along the bridge 
0 0 0 0 0 

25 25 25 25 25 
0 0 0 0 0 
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Te tabular values show the simulated loss (S.L.) for all parameters. Te color code is based on Table 2, and the nominal value of parameters is defned in
Table 3. Parameters printed in bold styles are solely used in damage simulation and are not estimated in the model updating process.
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Te initial estimates of the prestressing force in all re-
gions are 30% less than their nominal values, resulting in
−30% to −13% relative initial error (RIE, see equation (22)),
and the initial estimates of the efective compressive strength
of top slab and girders in all regions are 35% less than their
corresponding nominal values, resulting in −35% to −7% RIE.
In this case, 14 vehicles passed the bridge over the 20 second
period of measurement. Te RIE for vehicular loads are listed
in Table 5 and are assigned randomly. Vehicles 1 to 7 enter the
frst lane of trafc, and vehicles 8 to 14 enter the other lane.Te
corresponding speed and the entrance time of each vehicle are
listed in this table.

Te updating process of the posterior estimate of model
parameters (normalized by their corresponding true values)
for damage scenario D03 are shown in Figure 12. In this
fgure, the horizontal axis represents the total number of
estimation iterations, and the vertical dashed lines show the
transition point from one estimation window to the next. As
can be seen in this fgure, all the model parameters are it-
eratively updated from the initial to their fnal estimates.Te
fnal estimates of f′gc in all regions are well converged to the
corresponding true values. Te Relative estimation error
(REE) for each parameter is defned as

Relative Estimation Error (REE) (%) �
Final estimate
True value

− 1􏼠 􏼡 × 100. (22)

Te maximum REE for f′gc is 5% and is associated with
region 1.Te localized damage in region 2 is well estimated with
only −1% REE. Following Figure 12(b), the fnal estimate of f′dc
in regions 1, 3, 4, and 5 are converged to their corresponding true
values with maximum REE of 6% in region 5. However, f′dc in
region 2 is not converged to its true value with an apparent REE
of −40%.Te reason for this discrepancy is that in this region, in
addition to concrete degradation, concrete delamination and steel
reinforcement corrosion are also implicitly estimated through the
efective compressive strength of top slab. So, the excessive REE
in this parameter incorporates concrete delamination and steel
reinforcement corrosion and is so called “apparent” REE. Al-
though damage and its location are correctly detected, these three
types of damage are not distinguishable in practice. Due to this

reason, further investigationsmay be needed to attribute concrete
degradation, delamination, corrosion, or a combination of them
to an identifed damage state. As can be seen in Figure 12(c),
although the parameters PF are iteratively updated and con-
verged through the model updating process, their corresponding
REE is between −6% and 8%, which is higher than other pa-
rameters. Tis inaccuracy in estimating the prestressing forces is
due to their weak identifability as mentioned earlier.

To better understand the estimation results, Figure 13
compares the nominal values, true values, and initial and
fnal estimates of model parameters for damage scenario
D03 in all fve regions. Tis fgure clearly shows that re-
gardless of the level of RIE in the model parameters, the fnal
estimates are close to the true values. As already mentioned,

Table 5: Te vehicle speed, entrance time, and the relative initial errors for vehicular loads for D03.

Vehicle ID
1 2 3 4 5 6 7 8 9 10 11 12 13 14

Speed (m/ sec) 28.80 28.34 28.35 28.35 28.35 28.35 25.10 27.00 27.00 27.00 27.00 27.00 27.00 27.00
Entrance time (sec) 0.01 3.2 6.39 9.53 12.66 15.79 18.96 0.01 3.18 6.33 9.53 12.69 15.78 18.9
RIE for vehicular loads (%) 19.3 10.23 2.45 15.0 4.56 14.4 8.2 0.1 16.2 25.8 17.6 −11 4.0 1.0
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Figure 11: True damage state for damage scenario D03. Te tabulated values show the simulated loss (S.L.), see equation (20) and Table 4.
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the diference between fnal estimates and true values of f′dc
at region 2 is due to the fact that this parameter absorbs both
the delamination and rebar corrosion efects.

Figure 14 compares the true values and initial and fnal
estimates of vehicular loads for damage scenario D03. Te
fgure shows that all vehicular loads are correctly estimated
regardless of their corresponding RIE. Te maximum absolute
REE is for vehicle 1, which is less than 1%. Tese results

demonstrate the capability and efciency of the proposed
approach to estimate vehicular loads. In this study, the RIE
values for vehicular loads are selected randomly (using uniform
distribution function) between +35% and −35%.

Finally, the true and estimated damage state of the bridge can
be compared using Figures 11 and 15. Te estimated loss for
each model parameter is tabulated in Figure 15 and is defned as

Estimated Loss (E.L.) (%) � 1 −
Final estimate
Nominal value

􏼠 􏼡 × 100≥ 0. (23)

According to Figure 15, the damage state of regions 1, 2,
3 and 5 are identifed correctly. Region 4 with no damage, is
incorrectly identifed with minor damaged region due the
estimated loss in PF.

For the sake of brevity, the fnal results and a comparison
between the true and estimated damage state of the bridge
for all 10 damage scenarios are shown in Table 6. Te
tabulated values in this table are the REE for each estimation
parameter at each region, and the corresponding RIE is
shown in parentheses. Te table also compares the color-
coded true damage estimates with the estimated ones. As can
be seen in this table, the localized minor degradation in D01
is well identifed. However, in region 4, although the model
parameters f′gc and PF are correctly identifed, the slight
inaccuracy in identifed f′dc results in estimation of a minor
damage state in this region. Te inaccuracy in estimation of
f′dc at region 4 was expected due to the small entropy gain of
this parameter as observed in the identifability assessment,
see parameter 14 in Figure 9(a). In D02, regions 4 and 5,
which are undamaged, are identifed with minor damage.
Te incorrect damage identifcation in both regions 4 and 5
are due to inaccurate estimation of the parameter PF, which
was expected due to the weak identifability, see parameters 1
to 5 in Figure 9(a). In D02, reinforcement corrosion and top

slab delamination in region 2 are implicitly estimated
through the parameter f′dc , and the fnal damage state of this
region is estimated correctly. D04 resembles D01, but with
distributed (instead of localized) damage along all regions.
As can be seen, the damage state at all regions is identifed
correctly. In D05, the distributed mild damage state of the
bridge is estimated successfully along the bridge. Damage
scenario D06 is the most challenging damage scenario as it
includes various damage mechanisms in all regions. In this
scenario, all fve regions experience minor concrete degra-
dation and delamination, as well as mild top slab re-
inforcement and tendon corrosion resulting in mild damage
state in all regions. Te model updating process incorrectly
identifes region 4 with severe damage while the other re-
gions are identifed correctly with mild damage. Te inac-
curacy in damage state identifcation of region 4 is due to
inaccurate estimation of parameter f′dc , which was expected
due to its weak identifability. Damage scenario D07 only
includes localized top slab concrete delamination and
reinforcement corrosion, which are expected to implicitly
refect on the f′dc estimate. Tis damage scenario directly
examines the proposal to implicitly estimate these damage
mechanisms through a reduction in f′dc . As can be seen in
Table 6, the successful bridge damage state identifcation
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Figure 12: Updating process of the posterior estimate of model parameters using measurement data obtained from damage scenario D03:
(a) efective compressive strength of girders (f′gc ), (b) efective compressive strength of top slab (f′dc ), and (c) prestressing force (PF).
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Figure 13: Comparisons of the nominal and true values and initial and fnal estimates of model parameters for damage scenario D03: (a)
efective compressive strength of girders (f′gc ), (b) efective compressive strength of top slab (f′dc ), and (c) prestressing force (PF).
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Figure 14: Comparisons of the true values and initial and fnal estimates of vehicular loads using measurement data obtained from damage
scenario D03.
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in this scenario shows the acceptable outcome of the approach.
Damage scenario D08 resembles damage scenario D07;
however, in addition to the top slab reinforcement corrosion
and delamination in region 2, in this scenario severe concrete
degradation is also expected to be estimated through f′dc . Te
damage state of all regions is identifed correctly except region 4

due to PF weak identifability. Finally, damage scenarios D09
and D10 represent nonuniform and uniform loss of pre-
stressing force loss in all fve regions. In these two scenarios, the
damage state at all regions except region 2 in D10 is estimated
correctly. Te corresponding incorrect damage identifcations
are due to slight inaccuracy in PF estimation.

Table 6: Relative initial and estimation error of model parameters, and the true and estimated damage state of bridge.

∗Apparent relative estimation error incorporating the implicit efect of other damage mechanisms. REE: relative estimation error based on equation (23) and
RIE: relative initial error based on equation (21).
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Table 7 lists the extremum RIE and REE of vehicular
loads in all the 10 studied damage scenarios.Tis table shows
that the vehicular loads are estimated correctly regardless of
the initial estimation error. While the RIE of vehicular loads
reach as high as 35%, all the vehicular loads are estimated
with ±2% REE.

In summary, the relatively strong correlation between the
fnal estimates and true values for model and vehicular load
parameters verify the damage identifcation potential for the
proposed approach. In all the 10 studied damage scenarios,
damage states for 86% of regions are estimated correctly. For the
remaining regions, damage states are all expressed conserva-
tively, meaning that damage in no region is underestimated.

6. Conclusions

Tis paper introduced a novel formulation for a time-domain
Bayesian fnite element (FE) model updating technique to
jointly estimate the model parameters and vehicular loads
using the measured dynamic responses of the bridge and
vehicle locations. For this purpose, a rolling estimation window
scheme was used where the time-domain data was divided into
estimation windows, each of which started from the frst time
step. At each estimation window, the joint probability density
function (PDF) of the model parameters and vehicular loads
was updated iteratively and the posterior mean vector and
covariance matrix were estimated, which were then transferred
to the next estimation window and used as prior information.
Te fnal estimates of the model parameters were used to infer
the location, mechanism, and extent of damage through the
length of the bridge. Te proposed approach can ofer a cost-
efective complementary screening method for other damage
identifcation and condition assessment approaches—e.g.,
nondestructive evaluation (NDE) methods—to guide their
targeted application and overcome the gaps in the current
engineering practice.

Te efcacy of the proposed Bayesian FE model updating
technique to identify various damage scenarios were tested
using a series of numerically simulated verifcation studies.Te
studies were performed on a prestressed concrete box-girder
bridge model in OpenSees under random trafc loads. Con-
crete degradation, delamination, steel corrosion, and loss of
prestressing force were considered as possible damage
mechanisms across fve regions along the bridge. Ten (10)
diferent scenarios, including minor localized to severe dis-
tributed damage scenarios were considered. An identifability
assessment was performed to determine the likely identifable
model parameters and the most informative measurement
channels. Te damage states at bridge regions were estimated
accurately in 86% of cases and withminor errors in other cases.
Conservatively, none of the damages in any of the fve regions
was underestimated. Te vehicular loads were estimated with

less than 1% error. Te results of the Bayesian FE model
updating technique and its demonstrated success in damage
identifcation verifed the developed formulation and were
a positive step forward towards seeking and achieving the
validation through feld tests.
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