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Structural health monitoring (SHM) has gained importance because many structures are approaching the end of their design life
and demanding maintenance and monitoring. Low-cost solutions may push forward a widespread implementation of SHM on
infrastructures but further investigation is still required to assess the performance of technically accessible, simple, and scalable
low-cost systems. Tis work presents the development and validation of a low-cost vibration-based SHM multinode wireless
system, based on the Arduino platform, for identifcation of modal parameters in civil infrastructures. Full details about the
hardware and source code of the system are disclosed in an open repository, allowing its reproduction even by non-specialists in
electronics. Te sampling frequency stability of the system is experimentally characterized, and interpolation postprocessing
algorithms are proposed to solve inherent limitations. Te system is validated, and its performance is investigated in impulse and
ambient vibration tests performed in a real-scale slab and a high-grade system. Te data obtained from the proposed system in
impulse tests allowed estimation of natural frequencies within 2%, and MAC values around 0.3 to 0.9, in relation to those
estimated with the high-grade system. However, the low-cost system was unable to produce usable data in ambient vibration tests.

1. Introduction

Structural health monitoring (SHM) has gained importance
due to the fact that many structures, such as bridges,
buildings, dams, and roads, are approaching the end of their
design life, leading to a growing need for condition moni-
toring and early damage identifcation [1]. For reliable SHM,
data should come from automatic systems fed by electronic
sensors, since traditional strategies of visual and manual
inspections sufer drawbacks of cost, imprecision, and ac-
cessibility in large infrastructures [1, 2].

In this context, vibration-based SHM techniques are
considered a mature approach [3, 4] for globally (instead of
locally) investigating the condition of structures [2]. Tey
are based on the identifcation of modal parameters of the
structure, known to have multiple correlations with damage
detection indices [3, 5]. Data are collected from a network of

multiple sensor nodes (usually accelerometers [6]), to
provide enough spatial resolution in damage evaluation [7].
Recently, wireless technologies have been the go-to option to
enable such networks due to lower implementation and
management costs in comparison to wired systems [2, 8].

Use of low-cost solutions for vibration-based SHM
wireless systems is one of the eforts for pushing forward
a widespread implementation of SHM on infrastructures.
Tese eforts focus on developing electronic systems from
scratch using low-cost components, which tends to involve
intricate electronic aspects [9–11], or using standard low-
cost components and accessible prototyping platforms
[12, 13], such as Arduino, leading to a simpler approach that
allows non-specialists in electronics to develop their own
systems. Some representative works of this last case include
developments of Wi-Fi sensor networks based on Arduino
and ESP modules [14, 15]; XBee wireless sensor networks
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with measurement nodes controlled by Arduino boards
[16–18]; and radio-frequency networks based on Arduino
boards [19, 20]. Low-cost SHM wireless systems may also be
associated with IoT (Internet of Tings) applications to
enable data streams across platforms and support data-
driven processes [21, 22]. Association of low-cost SHM
wireless system to IoT has led to research addressing data
fusion of diferent sensors, in order to compensate for the
lower performance of individual low-cost sensors [12, 13],
details about the system architecture (e.g., system topology,
synchronization strategy, and communication protocol)
[21, 23–25], and power management solutions to ensure an
autonomous system [24].

Some of the inherent difculties in the deployment of
a low-cost vibration-based SHM sensor network are related
to a lack of detailed literature on how to reproduce systems,
overly sophisticated systems from the point of view of
electronics, no information on the expectable performance
of low-cost systems to detect modal parameters of real-
scale civil infrastructures, or various technical difculties,
such as data synchronization between nodes [26, 27], the
achievement of high and stable sampling frequency rates,
network scalability, and data transmission inside the net-
work [8, 28].

Te objective of this work was to develop a low-cost
vibration-based SHM wireless system comprised of a scal-
able sensing network controlled by a central node, based on
the Arduino platform, for identifcation of modal parame-
ters in civil infrastructures. Te sampling frequency stability
of the system was characterized, and a postprocessing in-
terpolation strategy to circumvent observed limitations was
proposed and investigated. A real-scale laboratorial slab was
used as a test benchmark, being monitored both with the
proposed low-cost and a high-grade system, so as to validate
the low-cost system and assess its performance for esti-
mating natural frequencies and mode shapes in comparison
to a high-grade system. Considerable efort was dedicated to
make the electronic aspects as accessible as possible to non-
experts in electronics, impacting decisions from the choice
of components to the writing of the work. Additionally, all
electronic schematics, system source codes, and post-
processing algorithms are made available on an open-source
repository [29]. In this way, the authors expect to enable
researchers and practitioners, who eventually are not fa-
miliar with electronics, to use such electronic prototyping
platforms to solve real-world problems in SHM for civil
structures.

2. Materials and Methods

2.1. Overview. Figure 1 presents an overview of the work,
which was comprised of three main stages: development of
the low-cost system, characterization of the sampling fre-
quency stability of the system, and validation of the system
in impulse and ambient vibration tests by comparison to
high-grade equipment.

Te development of the low-cost system started from
a simple version of isolated and unsynchronized nodes
(Version A), followed by a version with wired and

synchronized nodes (Version B), and fnally the intended
wireless system (Version C). Only the fnal version (Version
C) was posteriorly characterized and validated in the sub-
sequent stages. Te development process also included the
implementation of a postprocessing interpolation strategy to
deal with non-equispaced sampling in time domain, and
four diferent postprocessing interpolation strategies were
implemented. All the development details are presented in
Section 2.2.

After being fully developed, Version C was subjected to
stability characterization of its sampling frequency and
validation through real-scale slab vibration tests to assess its
performance in practical applications. Te sampling fre-
quency characterization consisted of analysing the distri-
bution of time intervals between consecutive samples of the
system. Te validation test consisted of monitoring a real-
scale laboratorial slab under impulse and ambient vibration
with both the developed low-cost wireless system and a high-
grade wired system.Te data collected on both systems were
processed with the ARTeMIS Modal 7.2 to obtain estimates
of the natural frequencies and mode shapes.

2.2. Development of Low-Cost System for SHM

2.2.1. General Requirements, Concepts, and Technical
Difculties. Te general requirements that guided the de-
velopment of the wireless low-cost systemwere as follows: (i)
technical accessibility, as the system should be easily re-
producible even by non-experts in electronics; (ii) simplicity,
as the system should be developed as a minimal working
example of a wireless SHM system and should provide
simple solutions, even though not ideal for all application
cases, for communication complexities typical of SHM
wireless systems; and (iii) scalability, as the system should
not have intrinsic limitations that may hinder its use on large
structures. In this sense, the developed systemwas not meant
to be readily deployed in real-world SHM but was instead
a proof of concept of a system that would address basics
related to wireless SHM and that could be further developed
for real SHM applications.

Te Arduino platform [30] was chosen as the micro-
controller prototyping platform upon which the system
would be developed, since it is a platform targeted to non-
experts and hobbyists in electronics, with an active support
community and a considerable amount of documentation
for learning and development. Te Arduino prototyping
platform can also easily be converted to stand-alone energy-
efcient systems built on PCBs after the prototyping phase is
fnished. Specifcally, the Arduino Nano board [31] was
chosen for being the most compact entry-level Arduino
board with low power consumption and all the necessary
interfaces to connect to the electronic modules required for
the intended wireless SHM system. Te other components
were added accordingly to the successively improved ver-
sions and were chosen among of-the-shelf components that
would not require developing specialized features, such as
interface libraries and custom-made PCB boards, in order to
comply with the general requirements of technical acces-
sibility and simplicity.
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Te concept of the sensor network was to allow a central
node to coordinate all measurement nodes, in order to achieve
synchronized measurements. A simple one-way communi-
cation protocol was devised in which a central node, identifed
as the Controller, would trigger a measurement session si-
multaneously on all measurement nodes, identifed as the
Measurers. EachMeasurer node individually sampled data and
stored it locally in a microSD card, chosen as the storage media
due to ease of compatibility with the Arduino platform. After
measurements were taken, it would be necessary to take the
microSD cards from each measurement node and manually
unload them on a computer, so as to allow postprocessing of
the data for modal identifcation. Tis approach was deemed
suitable to meet the three aforementioned requirements and
create a SHM wireless system with all the minimal features.

Te acceleration sensor chosen was the MPU6050, an
IMU (inertial measurement unit) that has a triaxial MEMS
accelerometer integrated to a 16 bit analog-to-digital con-
verter (ADC) in a single chip, which can be interfaced via the
I2C protocol. Te MPU6050 was chosen due to its satis-
factory performance for structural health monitoring (SHM)
on civil structures and its easy-to-use interface for the
Arduino platform, as reported in previous research [32].Te
accelerometer has a range of ±2 g, a sampling frequency of
up to 1000Hz, a noise spectral density of 400 μg/√Hz, and
an experimentally measured RMS noise of 3.8mg [32, 33].
TeMPU6050 sensor also has open-source libraries that can
be used to readily interface with Arduino microcontrollers.

2.2.2. Version A: Independent Nodes. Figure 2 presents the
electronic schematics and the network functionality of the
frst version of the proposed system, named Version

A. Being the frst version of the system, its main objective
was to successfully integrate the components necessary to
comprise a measurement node, whose main function was to
sample acceleration and locally store them in a microSD
card. In this sense, the network of Version A consisted of
individual and independent measurement nodes that op-
erated asynchronously in relation to each other, being
manually activated by the press of an activation button on
each node. Due to lack of any synchronization strategy, this
network is not reliable for SHM applications, especially
those relying on identifcation of mode shapes.

Data sampled from the accelerometer are stored locally
using a generic microSD cardmodule that communicates with
the microcontroller via SPI interface [34], and a DS3231 real-
time clock (RTC) is used to provide a time stamp at the
beginning of each measurement session [35]. All of these
components have open-source interface libraries available in
Arduino online repositories for direct use in coding.

Te power for each node was supplied individually by
a commercial standard 2500mAh power bank, commonly
used to charge portable gadgets, connected to the USB port
of the Arduino board. Due to constraints in the design of the
power bank, which turned of if a minimum current drain
was not drained, additional resistors were positioned be-
tween the Arduino digital pins set to 5V and the ground line
to ensure the required minimum current drain. Te value
and quantity of resistors were empirically defned until the
system remained constantly on, also considering the max-
imum current drain allowed at each pin.

Figure 3 presents a pseudocode to represent the source
code of Version A of the system. Tis code is executed by
each measurement node once it is turned on. In the Arduino
platform, the source code is mainly implemented around
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Figure 1: Overview of the work.
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two main blocks of code: the setup block, whose instructions
are only performed once, at start up; the loop block, whose
instructions are repeated until the system is turned of. In the
source code of Version A, after the initial setup block,
a continuous loop checks whether the node’s activation
button was pressed by the user. If the pressing of a button is
detected, the system performs a measurement cycle whose
duration and sampling frequency are preconfgured in the
source code (i.e., to change it, a new source code must be
uploaded to the Arduino board). A red LED indicates to the
user that the system is performing a measurement session.
Once the measurement cycle is completed, the loop starts to
check again for a button pressing.

2.2.3. Version B: Coordinated Wired Nodes. Figure 4
presents the electronic schematics and the network func-
tionality of the second version of the low-cost system,
named Version B. Tis version extends Version A by
connecting all measurement nodes, named Measurers, to
a central node, named Controller, whose role is to, once its
activation button is pressed, simultaneously trigger all
Measurers to start a measurement session, so as to provide
synchronization at least at the start of measurement ses-
sions. Te electronic schematic shown in Figure 4(a) refers
to a generic node which can be either a Controller or
a Measurer, since the components required by both nodes
are present. In a real implementation, some components
may be removed, depending on the deployed node, for cost
reduction (e.g., the push button may be removed in
Measurers).

In Version B, the connection between the Controller and
Measurers is done by cable using a generic commercial
module built around the MAX485ESA chip, as illustrated in

Figure 4(a) [36], which allows bidirectional multipoint
communication between systems through the RS-485
standard. Te RS-485 standard is designed to be used over
long distances, with the MAX485ESA chip rated to work in
wire lengths up to 1200m [36], and on high noise envi-
ronments [37]. As illustrated in Figure 4(b), a single
transmission line, composed by a pair of twisted cables,
starts from the Controller node and is derived to each
Measurer. In this work, only the Controller can send data
over the line, with Measurers being able only to receive data.
However, the source code may be further developed to allow
more complex network capabilities, such as centralization of
measurement data in the Controller node, without requiring
hardware change.

MPU 6050

ARDUINO
NANO

DS 3231
ARD2-2096

(a)

Each node is individually activated to
start a masurement session by pressing

its activation button

Node 3 Node 1

Node 2

Node "n"

(b)

Figure 2: Version A node: (a) electronic schematic; (b) network functionality.

Figure 3: Pseudocode for Version A of the system.
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Figures 5 and 6 present the pseudocodes for the Mea-
surers and Controller nodes, respectively, of the Version B
system. Te Controller node (Figure 6) continuously checks
for the pressing of the button, which triggers the trans-
mission of an ASCII encoded message containing the
character “1” that signals simultaneously to all Measurers
that they should start a measurement session. Te Measurer
nodes (Figure 5), on the other hand, continuously listen to
the RS-485 line for incoming messages and, when a message
containing the ASCII character “1” is received, a measure-
ment session with predefned duration and sampling fre-
quency is performed. A red LED is used in all nodes to
indicate the system’s status: a blinking LED indicates that the
Controller has transmitted a message, and a lit LED indicates
that a Measurer is performing a measurement session.

2.2.4. Version C: Final Version with Coordinated Wireless
Nodes. Figure 7 presents the electronic schematics and the
network functionality of the third and last version of the
low-cost system, named Version C. Tis version extends
Version B by replacing cabled connections by wireless
communication provided by a generic module built around
the nRF24L01+ chip, a radio-frequency transceiver chip (i.e.,
a single chip capable of transmitting and sendmessages) that
works at a 2.400–2.4835GHz ISM (industrial, scientifc, and
medical) radio spectrum [38].Tis chip has been reported to
reliably produce up to 1500 transmitted packets of 25 bytes
per second in range of up to 100m in a direct line of sight,
with potentially reaching up to 1200m in a power-amplifed
version [39]. Such a range and data rate matchmany wireless
SHM applications, considering that the system will work in
the same way as Version B, with communication between
nodes serving only as a central trigger so measurements can
start synchronously [28]. Also, this may lead to a latency that
partially satisfes some SHM requirements regarding time

synchronization between nodes, even without a synchroni-
zation scheme besides a simultaneous centralized activation
of all Measurers by the Controller node [40]. Again,
Figure 7(a) refers to a generic node with components re-
quired by both Measurers and Controller nodes, such that in
a real implementation some components may be removed to
deploy a particular node.

Figures 8 and 9 present the pseudocode for the source
code of theMeasurers and Controller nodes, respectively, for

MPU 6050
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NANO
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ARD2-2096

MAX485ESA
MODULE
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Pressing activation button at Controller
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Controller
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Figure 4: Version B node: (a) electronic schematic; (b) network functionality.

Figure 5: Pseudocode for Version B of the system: Measurer node.
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the Version C system. Te algorithm is structured in
a similar way to Version B, with the proper replacements of
wired by the wireless communication protocol. In Version
C, an additional button was included in the Controller node,
so as to allow switching between diferent measurement
cycle confgurations without needing to upload a new source
code. Te Measurers’ source code was accordingly updated
to allow for such confguration. Te red and green LEDs are
used to show to the user which confguration cycle is cur-
rently selected on the system. For demonstration purposes,
only two cycle confgurations were implemented, but the
code can be easily scaled up to include additional confg-
urations. Figure 10 presents a photo of a Version C node as
used in the characterization and validation tests.

Tis framework was considered adequate to comply with
all the general requirements presented in Section 2.2.1.
Besides the very choice of using the Arduino prototyping
platform, the requirement of technical accessibility was met
mainly by the choice of electronic modules, as they are all
of-the-shelf components, easily found on the market, with
easy-to-use and well-documented interfacing libraries
available online. Te simplicity requirement was met by the
simplifed routine executed by the system, which provides

the minimum functionality necessary to perform wireless
multinode vibration monitoring. Lastly, the scalability re-
quirement was considered satisfed by the choice of the
wireless solution, which may work in distances of up to
1200m, and to the system architecture, which allows that
a large-scale network be comprised of many small syn-
chronized meshes such as the one evaluated in this work.

2.2.5. Postprocessing Interpolation Strategy. Foreseeing the
necessity to deal with non-uniform sampled signals in time
due to limitations intrinsic to the low-cost system (e.g., low
computing and memory power), a postprocessing scheme
was devised, consisting of interpolating the non-uniform
sampled acceleration time series into a uniformly sampled
series. Te adoption of a postprocessing strategy, performed
in a computer with the data gathered by the low-cost system,
was considered suitable by its null impact on the developed
system, maintaining it as simple as possible according to the
general requirements presented in Section 2.2.1.

Four diferent interpolation strategies were imple-
mented.Tree built-inMATLAB [41] interpolationmethods
(linear, spline using not-a-knot end condition, and Modifed

Figure 6: Pseudocode for Version B of the system: Controller node.
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Controller
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Figure 7: Version C node: (a) electronic schematic; (b) network functionality.
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Akima (MAkima) cubic Hermite interpolation) were used to
interpolate the data in the time domain. Tis was enabled by
the time stamping of each acceleration sample. Additionally,
a scheme to use a fast Fourier transform (FFT) algorithm for
non-equispaced data [42] to interpolate data in the fre-
quency domain was devised: the MATLAB built-in non-
uniform fast Fourier transform algorithm (NUFFT) was
used to estimate the FFT from the non-uniformly sampled
signals, and then the inverse FFT algorithm was applied to
the FFT estimates to obtain uniformly sampled signals. Te

performance of these four interpolation strategies was
assessed by comparing their derived estimates of natural
frequency and mode shapes.

2.3. Characterization of the Sampling Frequency Stability.
Sampling frequency stability is a major performance aspect
of a data acquisition system for modal analysis, since usual
modal identifcation methods assume uniformly synchro-
nized sampled signals in time domain [28, 43–45]. In-
fringement of this hypothesis leads to introduction of
numerical noises that can impair modal identifcation.

Te sampling frequency stability of the low-cost system
was characterized by constructing the histogram of time
intervals between each acceleration sample collected by the
system. Tis was possible because each acceleration sample
was time stamped using the microprocessor’s internal clock.
Te data used in this analysis were collected during the
validation tests.

2.4. Impulse andAmbientVibrationTests on aReal-Scale Slab.
In order to validate and produce insights regarding the
performance of the developed low-cost system, the modal
identifcation of a real-size concrete slab was performed with
a high-grade system and the developed low-cost system. Te
slab was subjected to impulse and ambient vibration con-
ditions, and modal identifcation was performed with the
experimental data to estimate natural frequencies and mode
shapes. Te tests were based on an operational modal analysis
(OMA) framework, in which the modal analysis is performed
with experimental data that do not contain information about
the input forces that induced the vibration state [45].

Te monitored slab was a rectangular dynamic testing
platform located at the Structural Laboratory of the Uni-
versity of Brasilia, with dimensions of 100mm in thickness,
6100mm in length, and 4900mm in width. Tis rectangular
slab was simply supported in its two widest sides by steel
profles of W 200×19.3 type and the remaining sides were

Figure 8: Pseudocode for Version C of the system: Measurers.

Figure 9: Pseudocode for Version C of the system: Controller.
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and breadboard 
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ARD2-2096
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Support for
sensor 

Figure 10: Version C node as used in the characterization and
validation tests.
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free edges, as illustrated schematically in Figure 11. Carmona
et al. [46], who also presented extensive numerical and
experimental modal characterization of this slab, reported
further details about the slab. Accelerations in the direction
perpendicular to the slab plane were measured with both
low-cost and high-grade systems at fve points (A1–A5), as
shown in Figure 11.

Te impulse vibration condition was performed by
impacting the heel of a person with approximately 75 kg
standing in the centre of the slab. After impact, the person
remained still until the end of the measurement session, to
introduce additional inputs in the structure. Figure 12 il-
lustrates the execution of impulse vibration test. Te am-
bient vibration condition consisted of monitoring the slab
without any external load applied to it except those normally
associated with the environment, such as wind load.

Te low-cost system was confgured with a sampling
frequency of 615Hz, which was empirically found to be the
highest sampling frequency achievable with the imple-
mented source code. Te high-grade system was composed
of fve piezoelectric annular seismic accelerometers model
8340 by Brüel and Kjaer (sensitivity of 10MV/g and typical
output noise of 25 μg/√Hz) connected to a data acquisition
hardware model ADS2000. Te data-acquisition system was
confgured to acquire data with a sampling frequency of
500Hz. Both low-cost and high-grade systems were con-
fgured with a measurement duration of 30 seconds for the
impulse test and 30minutes for the ambient vibration test.
After the interpolation algorithms were applied, the time
series were downsampled to 250Hz and the durations were
reduced to 25 seconds and 18minutes for impulse vibration
and ambient vibration, respectively.

Te frequency domain method (FDD) of the ARTeMIS
Modal 7.2 software was used to estimate the natural fre-
quencies and mode shapes from the experimental data.
Preferably, the ARTeMIS automatic mode detection tool was
used to identify the modes, so as to avoid to the best extent
the subjectivity of the analyst. In some tests, however,
manual mode selection was needed, as identifed when
discussing the results. Te following preprocessing confg-
uration was used in all analysis: detrending; decimation to
a frequency range of 0 to 25Hz, which matches the fre-
quency range of interest in the slab; and a window resolution
of 1024 points with overlapping of 66% for the estimation of
power spectral density.

Te low-cost system data were evaluated in their raw
form (without any interpolation) and with each of the in-
terpolation schemes implemented. Te performance of the
low-cost system to identify natural frequencies was evaluated
by comparing the diferences between the natural frequencies
identifed from data collected from the low-cost and high-
grade systems. Te performance to identify mode shapes was
evaluated by computing theMAC (modal assurance criterion).

All frequency and mode shapes comparisons consid-
ered the data obtained from the high-grade system as the
reference values, against which estimates from raw and
postprocessed (interpolated) data obtained from the low-
cost system were compared. Natural frequencies were
compared.

3. Results

3.1. Sampling Frequency Characterization. Figure 13 pres-
ents the results from the sampling frequency stability
characterization in the form of a histogram that indicates the
relative occurrence of sampling frequencies based on data
from all the measurement sessions performed in this work.
Te system was confgured to sample data at 615Hz. Te
sampling frequencies were computed as the inverse of the
time intervals between two consecutive samples. Te his-
togram is discretised in frequency bins of 1Hz, arbitrarily
chosen for better visualization.

It can be observed that more than 90% of the samples lie
within 5% of the target sampling frequency of 615Hz (i.e.,
approximately 584 Hz to 646 Hz). For around 5% of the
samples, a sampling frequency of approximately 200Hz or
less occurs. While such performance may be sufcient for
some SHM purposes, such as natural frequency estimation,
the occasional decrease in sampling frequency may lead to
considerable distortions in mode shape estimation, which is
very sensitive to phase variability between sensor nodes.

Te occasional decrease to 200Hz may be related to long
writing cycles associated to writing to the SD card, which is
performed after every single sampling, as shown in Figure 8,
and involves time-consuming instructions such as writing
data blocks andmemory allocation.Tis problem arises by the
lack of RAM memory on the Arduino Nano microprocessor,
which makes necessary that samples be constantly written to
SD card instead of being held in fast access, but volatile, RAM
memory and only saved on the slow, but permanent, SD card
memory in the end of the measurement session.

Various solutions can be implemented to mitigate this
phenomenon: hardware upgrade, source-code optimization,
or data postprocessing. Examples of hardware upgrades may
be the use of GPS timestamping [26], use of volatile (RAM)
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memory extensions, or use of higher-performance micro-
processors.Source-code optimization may involve reducing
SD writing code to a minimal required, using data encoding
schemes that leads to smaller fles and, thus, faster to write in
the SD card (e.g., binary instead of ASCII), or use of coding
features like interrupts or asynchronous processing, if the
microprocessor allows it. Lastly, data postprocessing may
take many forms, such as interpolating the non-uniformly
sampled data. Considering the general requirements of
technical accessibility and simplicity intended for the de-
veloped system, the postprocessing strategy was identifed as
the most suitable strategy, in the context of this work, to
circumvent the non-stable sampling frequency.

Implementation of hardware or source-code optimization
solutions would add undesired complexities, related to
advanced electronics and programming topics, that could
reduce the technical accessibility of the developed system.

3.2. Impulse Vibration Test. Figure 14 presents the PSD
estimates obtained from the impulse vibration experiments.
Figure 14(a) presents the result obtained with the high-grade
system, which is presented in grey line for reference in
Figures 14(b)–14(f), which present the low-cost results with
raw and interpolated data. Te results reported in [46] on
frequencies identifed by modal tests on the real-scale slab are
also indicated as red vertical lines as reference, marking the
values of 3.32, 15.33, and 23.05Hz for the frst three vibration
frequencies. Higher modes were not captured during the
impulse tests by neither of the two systems, which may be
explained by the test slab being specifcally designed to be
highly excitable in the frequency range typical of human-
induced vibrations (around 3Hz) [46]. Higher modes could
certainly be excited if synchronized loads were properly ap-
plied to the DOFs associated to their highest mode shape
displacements, but, for the purpose of validating the developed
system, analysis of the frst three modes was deemed sufcient.

Visually, it can be observed that the results from the
high-grade system clearly contain the frequencies obtained
in [46], as shown by the sharp peaks coincident with the red
vertical lines, indicating the validity of the modal tests
performed in this work. Te PSDs from the low-cost system
are notably noisier than those of the high-grade system, as
indicated by both the oscillating amplitudes in all fre-
quencies and the higher overall baseline energy among all
frequencies (i.e., the PSD of the low-cost system is in general
higher than the PSD of the high-grade system in all fre-
quencies). Nevertheless, even the low-cost results with no

Figure 12: Impulse vibration test and the monitored slab.
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surement session for a given measurement node (frequency bins of
1Hz).
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Figure 14: Continued.
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interpolation presented peaks that may be associated with
the frequencies identifed with the high-grade system, even
though peaks associated with the second and third modes
(i.e., 15.33Hz and 23.05Hz) are slightly misaligned to the
high-grade system PSD. Interpolation did not visually re-
duce the noise but improved the alignment of the peaks
associated to the vibration modes, which is expected to
increase the modal identifcation precision.

It is also worth noting that an additional peak, at ap-
proximately 7.60Hz, was consistently found in all experi-
ments performed in this work, with both systems. Since such
frequency was not previously reported in either the nu-
merical or experimental results in [46], it is hypothesized
that it may have been a vibration mode originated from
changes occurred in the structural system of the slab since
the frst experimental campaign reported in [46] (i.e., due to
cracking, modifcation in the support conditions).Terefore,
this frequency was ignored in all subsequent analysis.

Table 1 shows the estimated values of the natural fre-
quencies of the frst three modes of the slab obtained in the
impulse vibration test as well as the diference between the
high-grade system and the low-cost system results, i.e., data
with no postprocessing interpolation and with each of the
four interpolation strategies. In the table, frequencies marked
with “∗ ” are associated with modes identifed after a manual
peak selection, i.e., modes that could not be identifed with the
automatic mode detection tool of ARTeMIS software.

Te results obtained from the high-grade system are less
than 6% diferent from the frequencies identifed in [46],
which further strengthens the confdence in the modal tests
performed in this work. It is worth noting that this mag-
nitude of diference may be explained by various factors,
such as diferences in temperature and humidity conditions
[47], resolution of the sensing network (since [46] moni-
tored 81 nodes and this work only monitored fve), and
eventual changes in mass or stifness of the slab occurred
between these two tests.

Te low-cost system may be considered fully validated,
as even the low-cost system data without interpolation were
remarkably close to the high-grade system results, with
diferences of a magnitude of 5%. Without interpolation, the
modes could not be identifed with the automatic mode
identifcation tool of the software, suggesting that the raw
data of the system may not be adequate for an automatic
SHM system. Postprocessing in the form of interpolation
was successful in reducing the diferences to the high-grade
system, which, except for linear interpolation, presented
diferences as low as 0.96% in relation to the high-grade
system, as well as allowing automatic mode identifcation.

Specifcally, linear interpolation of data presented poor
performance in improving precision of the frst mode and
did not allow even a manual peak selection for the second
and third modes, as can be observed in Figure 14(c), besides
introducing a spurious frequency peak at around 10Hz.
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Figure 14: Power spectral density estimates from impulse vibration tests of the high-grade system and the developed system with various
postprocessing interpolation strategies: (a) high-grade system; (b) low-cost system without interpolation; (c) low-cost system with linear
interpolation; (d) low-cost system with spline interpolation; (e) low-cost system with MAkima interpolation; (f ) low-cost system with
NUFFT interpolation. Te frequencies identifed in [46] are marked in red vertical lines.
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Higher-order time-domain (spline and MAkima) and
frequency-domain (NUFFT) interpolation methods pre-
sented identical performances for the frst and secondmodes
and marginal diferences in the third mode. Diferences
regarding the third mode might be related to the difculty of
exciting it in the modal test, as, being a higher mode, its
contribution on the fnal response is reduced when com-
pared to the other two modes, and therefore its estimation is
associated with higher uncertainty and variability
throughout all the assessed data.

Figure 15 summarizes the mode shapes of the frst three
modes for the high-grade setup, low-cost system with no
interpolation, and low-cost system with spline interpolation
method, chosen to be illustrative of the best interpolation
methods. Visually, it can be observed that interpolation
improved the similarity between all mode shapes of the high-
grade and low-cost system. In order to numerically compare
the mode shapes, the MAC coefcients of the modes, con-
sidering that the degrees of freedom of all both systems are
coincident, were computed taking the mode shapes of the
high-grade system as reference. Table 2 summarizes these
results and highlights in bold the MAC of the equivalent
modes in each set of data (i.e., the MAC between the frst
modes of two datasets). MAC values of the high-grade system
(in relation to itself) are indicative of the good quality of the
modal test performed, as of-diagonal values are much lower
than on-diagonal values, indicating low cross-correlation and
high self-correlation between identifed modes. Interpolation
also greatly improved the correlation between all modes of the
low-cost system and the high-grade system. Again, higher-
order interpolation presented better results than linear in-
terpolation, which, nevertheless, improved upon raw data that
were practically not correlated to the mode shapes identifed
with the high-grade system data.

3.3. Ambient Vibration Test. Figure 16 presents the PSD es-
timates obtained from the ambient vibration experiments as
well as red vertical lines indicating the three vibration fre-
quencies reported by Carmona et al. [46]. Figure 16(a) presents
the result obtained from the high-grade system, which shows
clear peaks associated with the frst and second modes, but not
with the third mode, which might be justifed by the low
amount of ambient vibration available around the slab to excite
this highmode. Additional peaks shown in the plot (e.g., around
12Hz, 20Hz, and 40Hz)may be related to electrical noise of the
system, which could not be grounded during the test.

Figures 16(b)–16(d) show examples of results obtained
from the low-cost system, which do not present peaks that
can be visually associated with vibration modes. In these
plots, the high-grade system is not shown in reference due to
the diference in scale of the energy in each result: while the
results of the high-grade system have a baseline energy
(average level among frequencies of interest) of approxi-
mately 100 dB, the low-cost system remains between 75 and
80 dB in all plots. Tese results again indicate that the low-
cost system is considerably noisier than the high-grade
system, which may jeopardise its application in ambient
vibration tests with low excitation levels. As observed in the
vibration ambient tests, interpolation did not seem to
considerably change the noise level, as all low-cost system
plots remained with a baseline value around 75–80 dB. Te
spline interpolation, shown in Figure 16(c), appears to in-
crease the energy contribution of the frst mode in the plot,
but this may be just a numerical bias introduced by the
interpolation, as all low frequencies appear to present
progressive increase in energy. Te NUFFT interpolation
appeared to slightly reduce noise in comparison to raw data

Table 1: Natural frequencies identifed from the impulse vibration test.

System Natural frequency (Hz) Relative diference to high-grade system (%)
1st mode 2nd mode 3rd mode 1st mode 2nd mode 3rd mode

High-grade 3.516 15.283∗ 23.486 — —

Low-cost

No interpolation 3.313∗ 14.544∗ 22.256∗ 5.77% 4.84% 5.24%
Linear 3.394∗ Not found Not found 3.47% — —
Spline 3.459 15.137 23.071 1.62% 0.96% 1.77%

MAkima 3.459 15.137 23.071 1.62% 0.96% 1.77%
NUFFT 3.459 15.137 23.031 1.62% 0.96% 1.94%

Frequencies marked with ∗ are associated to modes identifed with a manual peak selection.

Table 2: MAC values between the mode shapes identifed by each
system (high-grade and low-cost systems with and without in-
terpolation) and the mode shapes identifed by the high-grade
system.

System Mode
MAC

1st 2nd 3rd

High-grade
1st 1.    0.0369 0.0184
2nd 0.0369 1.    0.0202
3rd 0.0184 0.0202 1.    

Low-cost

Raw
1st  . 597 0.1534 0.1169
2nd 0.1278  . 7 2 0.1475
3rd 0.2509 0.3890  . 424

Linear
1st  .1548 0.1315 0.0046
2nd 0.7768  .2393 0.0117
3rd 0.0222 0.0623  .68  

Spline
1st  .4339 0.0529 0.0462
2nd 0.0769  .3399 0.0658
3rd 0.0414 0.0411  .9838

MAkima
1st  .4335 0.0530 0.0463
2nd 0.0776  .33 5 0.0653
3rd 0.0393 0.0428  .9848

NUFFT
1st  .4356 0.0523 0.0476
2nd 0.0555  .366 0.0607
3rd 0.0976 0.0083  .92 6
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Figure 15: Mode shapes of the frst three modes of impulse vibration test: (a) high-grade system; (b) raw data; (c) spline interpolation.
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but did not introduce signifcant changes in the PSD in terms
of frequency peaks. Linear interpolation and spline in-
terpolation were not presented for the sake of brevity, as they
produced similar results to the already presented methods.

Due to the poor performance of the low-cost system in
ambient vibration tests, no further discussions are held
regarding the mode shapes of the ambient vibration test.Te
automatic mode identifcation tool of ARTeMIS software
was only able to detect the second mode in the high-grade
system results, and manual selection allowed it to identify
the frst mode. No modes, either automatically or manually,
could be identifed in the ambient vibration data of the low-
cost system.

4. Conclusions

Tis work presented the development and validation of
a low-cost vibration-based SHM multinode wireless system,
based on the Arduino platform, for identifcation of modal
parameters in civil infrastructures.Te stability of the system
sampling frequency was characterized, and postprocessing
interpolation strategies were proposed to handle identifed
limitations. Te system was also validated by comparison to
a high-grade system in modal identifcation tests of a real-
sized slab.Temain conclusions of the work were as follows:

(i) Te proposed system was conceived as a minimal
working example of a low-cost wireless SHM system
with fve sensor nodes. Efort was made to conceive

it as simple and technically accessible as possible,
and full hardware and software details were dis-
closed to allow its reproduction even by non-
specialists in electronics. Te system does not
have evident limitations in terms of scalability and
incorporation to other systems, such as IoT
networks.

(ii) Te sampling frequency stability test indicated that
90% of the samples were sampled with a frequency
within 5% of the target sampling frequency of
615Hz. However, around 5% of the samples are
sampled with 200Hz or lower, possibly explained by
long writing cycles to the SD card memory, which
introduces harsh distortions in the data that hinder
modal identifcation with raw data. Use of in-
terpolation, however, appeared to partially solve
this issue.

(iii) All interpolation methods analysed were able to
improve the quality of the low-cost system data for
identifcation of frequency and mode shapes.
Identifed frequencies lied within 2% of those ob-
tained with a high-grade system, and MAC values
ranged from 0.3 to 0.9.

(iv) Te proposed system was revealed to be consider-
ably noisier than the high-grade system, with
baseline power in PSD estimates being around
75–80 dB, as opposed to the high-grade system that
had a 100 dB energy baseline. Because of this, no
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Figure 16: Power spectral density estimates from ambient vibration tests of the high-grade system and the developed system with various
postprocessing interpolation strategies: (a) high-grade system; (b) low-cost system without interpolation; (c) low-cost system with spline
interpolation; (d) low-cost system with NUFFT interpolation. Te frequencies identifed in [46] are marked in red vertical lines.
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modal identifcation could be performed with data
obtained from the proposed system in ambient
vibration tests.

Aspects of rate of data transmission or in-network
processing, energy harvesting, long-term functionality and
stability, or continuous time synchronization between
nodes, associated to the development of wireless SHM
networks and IoT, were not addressed in this work and will
be so in forthcoming studies [8, 21, 26, 28]. Although un-
doubtedly necessary to real-world SHM of civil in-
frastructures, addressing these aspects would lead to an
overly arid implementation for non-experts in electronics in
terms of hardware and software, which were one of the
targets of this work.

Data Availability

Te experimental data and relevant software are available in [29]
(https://github.com/renr3/lowCostWirelessVibrationSHM).

Additional Points

Highlights. (i) A low-cost vibration-based SHM multinode
wireless system is fully disclosed. (ii) Sampling frequency
stability of the proposed system is characterized. (iii) In-
terpolation methods to improve data quality in post-
processing are presented. (iv) Frequency estimates are 2% of
those obtained with a high-grade system. (v) MAC values
ranged from 0.3 to 0.9 in relation to a high-grade system.
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