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Corroded bolt detection has been confrmed as a major issue in the structure health monitoring (SHM) of tunnels. However,
detection-only methods will miss the corroded bolts, arising from the small rust area. In this study, the task is divided
ingeniously into two parallel tasks, i.e., bolt detection and pixel-level rust segmentation, and the objective is fulflled by taking
the intersection of the two tasks, with the aim of enhancing the performance. To be specifc, a detection and segmentation
network (DSNet) is proposed based on multitask learning, leading to reduced false and missed detection rates. Te coordinate
attention module enhancing the focus of bolts in tunnel patches is incorporated in the detection branch, and the cross-stage
partial-based decoder which can more accurately determine whether a pixel pertains to the corrosion area is employed in the
segmentation branch. Te mentioned branches share the same backbone to simplify the model. Sufcient comparisons and
ablation experiments are performed to prove the superiority of the proposed algorithm based on the corroded bolt dataset
captured from a real subway tunnel, which is publicly available in https://github.com/StreamHXX/Tunnel-lining-disease-
image.

1. Introduction

BOLTS adopted to fasten the linings built on the surface of
a subway tunnel to prevent the metro trains from rock and
soil falls [1]. Since bolts are exposed to the open air, the
above-mentioned bolts will be subjected to corrosion, thus
threatening the tightness of linings. However, inspection and
maintenance can be only conducted in a nonrunning period
of about three hours, during which a trained maintenance
team of 10 people can only check nearly three kilometers
[2, 3]. Under manual inspection with low efciency, high
missed detection, and high false alarms, researchers are
forced to develop an automatic inspection method with
prominent performance.

Computer vision (CV) has aroused wide attention for its
simplicity in deployment and outstanding cost-efectiveness.
Traditional CV algorithms rely on hand-crafted feature

extraction and hard-coded algorithms [4]. Besides, the ro-
bustness of the above-mentioned algorithms is contingent
on the features they have been programmed to identify.
Moreover, they may exhibit low performance under lighting,
orientation, and viewpoint variations, limiting the appli-
cability of automatic defect inspection in the tunnel [5]. For
the deep learning-based CV, convolutional neural networks
(CNNs) dominate in the feld of the CV [6] with great
success in object detection [7]. Deep learning-based CV has
achieved prominent results in device fault detection and
measurement (e.g., bolts) over the past few years [8–12].

Te difculty of corroded bolt detection based on CV is
manifested as high false alarms and high missed detection
because the characteristics of the corroded area may vanish
or be ignored after the captured images are fed into the
CNNs, especially the convolution and pooling operations
due to the small rust regions.
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On that basis, a pixel-level corrosion detection method
[13, 14] should be developed to address the problem.
Moreover, semantic segmentation associating a label or
category with every pixel in an image is capable of capturing
the details in the image [15]. Accordingly, the corroded bolt
detection task is divided creatively into two parallel tasks,
i.e., bolt detection and pixel-level rust segmentation. Next,
the intersection of the two tasks is taken. To be specifc,
a detection and segmentation network (DSNet) based on
multitask learning is developed to lessen missed detection
and fault alarms. Te detection subnetwork employs the
coordinate attention module (CAM) that enhances the focus
of bolts in tunnel images, while the segmentation sub-
network applies a cross-stage partial (CSP)-based decoder to
increase the accuracy of detecting whether a pixel falls under
the corrosion area. Although the segmentation branch is
efective in distinguishing the rust at the pixel level, it will
mistakenly label corrosion in nonbolt regions, which is not
desirable. Tus, the corrosion segmentation results should
be limited to the range of the bolt in an image.

Consequently, we make the above two subnetworks
work in parallel and thus propose a dual multitask learning
algorithm, the DSNet, which realizes bolt detection and
pixel-level segmentation in tunnel lining images. It is noted
that although it is feasible to connect the two parts in series,
this approach necessitates the use of two backbones and
entails signifcantly greater computational requirements.
Given the need for less inference time, the two subnetworks
share an identical backbone to simplify the model. Te main
contributions of this study are elucidated as follows.

(i) We propose a lightweight and accurate detection and
segmentation algorithm for tunnel corroded bolts.Te
proposed multitask model DSNet can simultaneously
accomplish bolt detection and corrosion region seg-
mentation. A multitask result fusion method is also
designed to reduce the miss detection rate and false
detection rate of corroded bolt detection.

(ii) We incorporate the CAM to improve the YOLOx in
the detection branch and design a CSP-based de-
coder for the segmentation branch to obtain better
performance.

(iii) Sufcient ablation and comparative experiments are
performed on the data collected from a practical
tunnel in Beijing to verify the advantages of our
method. Our dataset is publicly available at https://
github.com/StreamHXX/Tunnel-lining-disease-
image.

Te rest of this paper is organized as follows. Section 2
reviews the related work. Section 3 describes our proposed
algorithm. Section 4 shows detailed information on experi-
mental settings, evaluation metrics, results, and analysis and
explanations. Finally, Section 5 concludes our main work.

2. Related Work

Before the related work, it is necessary to give acronyms, and
typical models mentioned in the paper are shown in Table 1.

2.1. BoltDetection. Compared with the traditional CV-based
methods that rely on manual flter designs [25–27], the deep
learning-based CV of bolt detection has been extensively
employed in the engineering feld for its superior perfor-
mance in terms of accuracy, robustness, and generalization
ability. Te existing mainstream deep learning-based CV of
bolt detection can fall into two-stage models and one-stage
models (i.e., end-to-end models). Te “one-stage” and the
“two-stage” methods mainly describe the workfow of object
detection algorithms, more specifcally, how these algo-
rithms perform the tasks of object localization (identifying
the location of the object in the image) and classifcation
(determining the category of the object). Te “two-stage”
models refer to two main consecutive steps in these algo-
rithms during the object detection process, while one-stage
methods perform object localization and classifcation in
one step. Consequently, two-stage structures require sig-
nifcantly more time for separate training and detection,
which hampers the speed of corroded bolt detection
work [2].

Regarding the two-stage models, Cha et al. [22] proposed
a real-time detection of engineering structure damage used
to detect covering concrete cracks, steel and bolt corrosion,
and steel delamination based on region-based CNNs (R-
CNNs). Huynh et al. [28] put forward a loose bolt detection
method based on an R-CNN and used the Hough line
transform to estimate the loosening angle. Te improved
models, mask R-CNN and faster R-CNN of R-CNNs, have
been extensively adopted for anomalous (e.g., corrosion,
loosening, and loss) bolt detection in engineering structures
[5, 29–31]. Nevertheless, these models are subjected to
drawbacks such as high computational demands, limited
generalization ability, and reduced robustness. Furthermore,
two-stage models may be more difcult to deploy for their
signifcantly higher computational requirements, making
them slower and less practical for real-world scenarios.

For the one-stage models, the YOLO refers to an end-
to-end detection model that benefts from its anchor-free
mechanism and simplifed end-to-end detection principle
[32]. Te training and detection speed of the YOLO have
been notably increased compared with those of the two-stage
model, such that its variant models are widely used in the
engineering feld [33, 34]. By combining more powerful
feature extraction networks, introducing attention mecha-
nisms, and implementing multiscale processing techniques,
the YOLO series has achieved better performance while
balancing speed and accuracy. Yang et al. [35] introduced
a bolt-loosening detectionmethod by combining the manual
torque method with various versions of the YOLO, and the
experiments showed that the method achieved good ex-
perimental indexes with strong application value in the
scenario of using smartphones. Tan et al. [2] used the
YOLOv5 model to detect and label the corroded bolts in the
tunnel whose detection speed and accuracy are far higher
than the two-stage model. Although the YOLOv5 has
achieved excellent results in various object detection tasks, it
still has some limitations. One of the main drawbacks is that
it requires signifcant computational resources, which may
limit its applicability to some real-world scenarios.
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Moreover, the YOLOv5 may face performance degradation
in detecting small objects, such as bolts in tunnels, due to the
constraints of its anchor-based approach. Besides, YOLOv5
has a large down-sampling multiple, making it difcult for
deep feature maps to learn the feature information of small
targets [36, 37].

2.2. Corroded Area Segmentation. Traditional CV image
segmentation methods are usually based on a color and/or
texture analysis, requiring manual recognition of common
domain characteristics [38]. A relatively simple algorithm
can obtain better corrosion detection results since the
corrosion feature is red/brown [13, 14, 39]. Tis type of
method is afected by environmental factors, resulting in its
unstable accuracy and poor robustness, and then gradually
replaced by deep learning-based CV. Furthermore, deep
learning-based segmentation models have been widely used
in the feld of tunnel lining crack identifcation [40, 41].

Atha and Jahanshahi [42] employed a VGGNet-16
model based on CNNs to process images in a 128×128
sliding window for assessing the corrosion of metal surfaces.
While VGGNet-16 can be adapted for semantic segmen-
tation tasks by replacing the fully connected layers with
convolutional layers, it sufers from high computational
requirements due to a large number of parameters. Dung
and Anh [43] proposed a concrete crack detection method
based on fully convolutional networks (FCNs) [19] system
structure and achieved better results. However, the FCN
does not have skip connections that are conducive to cap-
turing more detailed information from the input image; its
up-sampling process can trigger a loss of spatial information.

Chen et al. [44] introduced U-Net [45] to corrosion
segmentation on steel bridges. Te U-Net uses an encoder-
decoder architecture with skip connections between the
encoder and decoder, which allows the model to capture
more detailed information from the input image and gen-
erate more accurate segmentation maps. Nevertheless, the
U-Net may require more training data and longer training
time compared with the FCN. Fondevik et al. [15] built
a corrosion dataset for the evaluation of the pyramid scene
parsing network and a mask R-CNN for semantic seg-
mentation and instant segmentation, respectively. Tese
approaches demonstrated the signifcant potential of deep
learning models in the task of corrosion segmentation.
However, as discussed in Section 2.1, R-CNNs have a two-
stage structure that results in high computational demands
and other limitations for deployment. However, efcient
approaches are required for tunnel inspection due to the
limited nonrunning period. Tus, a trade-of between speed
and accuracy must be considered.

2.3. Current Gaps and Limitations. In summary of Section
2.1 and Section 2.2, the current models face several chal-
lenges such as time-consuming, high computational re-
quirements, and difculties in deployment for tunnel
inspection. Also, the current model to reduceMDR and FAR
mainly relies on the model itself, which in turn leads toMDR
and FAR cannot be efectively controlled. Moreover, there

are few studies that focus on both detecting bolts and
segmenting corrosion, thus taking on critical signifcance in
crucial for promoting better structural health monitoring of
bolts in tunnel linings. Accordingly, we propose a dual
multitask approach for tunnel bolt detection and corrosion
segmentation to bridge these gaps.

3. Methodology

Te proposed method takes an image captured in a tunnel
with a resolution of 640× 640 as input. Utilizing the concept
of multitask learning, our proposedmodel employs a parallel
architecture to execute both detection and segmentation
tasks simultaneously. Tis design enables the detection and
segmentation branches of the model to share features
extracted from the backbone, allowing the model to address
both tasks in a single pass. Accordingly, the need for separate
models to handle each task is eliminated, thereby improving
the efciency of tunnel inspection.

Te illustration shown in Figure 1 provides an overview
of the system for detecting tunnel bolts and segmenting
corrosion areas based on YOLOx.Te system consists of two
primary components: the tunnel bolt detection module and
the corrosion area segmentation module. Te input for the
system is the scanned image of the tunnel and is processed by
the backbone of DSNet. Tis backbone extracts global
features and subsequently distributes them to both the
detection branch and the segmentation branch. Te de-
tection branch processes these features further to determine
the position of the bolts in the tunnel and generates an
output that includes the bolt location information. Te
segmentation branch of the system employs features
extracted from the backbone as encoded features. Te de-
coder in the segmentation branch restores the resolution of
the feature map through an up-sampling operation, such
that a mask is generated, which can then be utilized to
identify and highlight the corrosion areas on the bolts. Te
fnal outcome of the system refers to a comprehensive result
that integrates the bolt detection result and the corrosion
area segmentation mask, comprehensively representing the
location of bolts and the extent of corrosion.

3.1. Model Architecture

3.1.1. Structure of Backbone. Figure 2 shows the overall
architecture of the backbone. CBR represents the operation
of convolution + batch normalization +ReLU.Te backbone
network efectively learns to extract meaningful represen-
tations and flter independent information by applying
a series of convolutional operations. It applies flters of
diferent sizes and depths to capture spatial patterns, edges,
textures, and other relevant visual cues that contribute to
detecting objects. While the process of feature extraction
through the backbone networkmay lead to the loss of certain
features, it remains indispensable for enabling subsequent
network structures to capture the intricate details found in
real-world images. Tis signifcance becomes particularly
pronounced in scenarios where the network architecture is
relatively shallow. Trough the utilization of the backbone
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network, object detection algorithms can harness its capacity
to extract and encode intricate features. Te above-
mentioned enhanced features enable more accurate classi-
fcation and precise localization of objects in an image. Te
backbone network’s capability to capture both low-level and
high-level features contributes to the overall performance
and robustness of the object detection system.

Following the demands of practical applications, the
backbone of the network must exhibit the dual characteristics
of lightweights to meet the requirement of fast inference speed
and robust feature extraction capability to ensure high accu-
racy.Te CSP architecture has proven to augment the learning
capacity of convolutional neural networks, concurrently up-
holding accuracy, reducing computational demands, mini-
mizing memory utilization, and reducing network weight [18].
Consequently, the CSPDarkNet architecture functions as the
foundational framework for the proposed model.

In the CSP approach, the input to the network block is
divided into two parts before its processing. One of these
parts is processed by the original block, while the other part
undergoes a direct shortcut operation. Subsequently, the two
parts are combined and result in the fnal output of the block.
Figure 3 illustrates the operation fow of the CSP. Te CSP

structure is incorporated into every residual block in the
DarkNet framework in the CSPDarkNet, allowing for a re-
duction in the computational complexity of DarkNet while
preserving its accuracy performance.

Moreover, the YOLOv4 algorithm [23] incorporates
a spatial pyramid pooling (SPP) structure at the end of the
CSPDarkNet architecture with the aim of expanding its
receptive feld. Te SPP structure pools the fnal output of
the CSPDarkNet at kernels of 5× 5, 9× 9, and 13×13, re-
spectively, and concatenates the results with the fnal output
to produce a high-dimensional feature map. Subsequently,
a 1× 1 convolution operation is applied to reduce the di-
mensionality of the feature map back to its original size. Te
operation fow of the SPP is depicted in Figure 4.

With an input image of size 640 × 640, the backbone of
the model will generate four diferent output sizes, i.e.,
160×160, 80× 80, 40× 40, and 20× 20 (represented as
Dark1, Dark2, Dark3, and Dark4 in Figures 2 and 1). Te
detection branch utilizes the outputs from Dark2, Dark3,
and Dark4 to determine the location of the bolts in the
tunnel. Meanwhile, the segmentation branch decodes the
mask and identifes the corrosion areas of the bolts using all
the output features.

CSP CSP

CSP

CSPDark2

Dark3

Dark4

Detection Head (Det head)

obj

reg

cls

Det head

Det head

Det head

Backbone: CSPDarkNet53 [41]
Global Feature Extraction

Bolt Detection

Corrosion Area 
Segmentation

Result (Corroded Bolts)

Dark1

Dark2

Dark3

Dark4

Input

Corrosion 
Mask

CAM

CAM

CAM

Intersection

Improved YOLOx

CSP-based Decoder

CSP CSP CSP CSP

Conv

Concat

Up-Sample

Conv Block

detailed structure

detailed structure

Dark1 Dark2 Dark3 Dark4

Figure 1: An overview of the tunnel bolt positioning and corrosion area segmentation system. Te CSPDarkNet53-based backbone① frst
extracts features from the image. Ten, the bolt detection branch ② and the corrosion area segmentation branch ③ further process the
feature independently and complete the task of bolt detection and corrosion area segmentation. Finally, the model ensembles the results
from the two branches and gives a fnal result of corroded bolt detection.
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3.1.2. Bolt Detection. Typically, bolts in images acquired
from tunnel scans exhibit limited color contrast compared to
their background. Tis necessitates the enhancement of bolt
detection performance by directing the attention of the
decoder toward the bolts, thereby augmenting its capability
to extract bolt-specifc features.

Given the strong local and positional features of bolts, an
attention mechanism can be incorporated to enhance the
focus of the network on these features. Te CAM [16] refers
to a novel module that incorporates spatial location in-
formation into the channel attention mechanism while
maintaining a low computational cost. Tis makes it suitable
for integration into lightweight networks. Figure 5 depicts

the diagram of the CAM, where C denotes the input’s
channel, while H and W, respectively, refer to its height
and width.

Next, the outputs from the backbone (Dark2, Dark3, and
Dark4) are fed into the CAM to increase the response of
bolts. Subsequently, the path aggregation feature pyramid
network (PAFPN) [21] processes the outputs from the CAM.
Feature pyramid network (FPN) transfers semantic features
top-down, and PAN transfers positioning features bottom-
up. PAFPN combines them for a better feature fusion and
directly outputs the multiscale feature maps. Te decoupled
detection head of YOLOx utilizes these feature maps to
predict the position of bolts. Lastly, the detection branch
outputs the location information of the bolts.

It is worth noting that the backbone and bolt detection
branches constitute YOLOx. YOLOx is a target detection
model that uses YOLOv3 as the baseline, with CSPDar-
kNet53 as the backbone, in which a detector containing
decoupled prediction branches is employed [46]. CSPDar-
kNet53 is used to extract the depth features of the input
image from shallow to deep layers, and the detector is used
to predict the target location from the above features.

Input (640×640×3)

Focus (320×320×12)

CBR (320×320×64)

CSP (160×160×128)

CBR (160×160×128)

CSP (80×80×256)

CBR (80×80×256)

CSP (40×40×512)

CBR (40×40×512)

SPP (20×20×1024)

CBR (20×20×1024)

CSP (20×20×1024)

Output End:
Dark1

Output End:
Dark2

Output End:
Dark3

Output End:
Dark4

Figure 2: Te overall architecture of the backbone. Te
CSPDarkNet53-based backbone extracts features that can be un-
derstood by the following modules from the complex image. It has
four output ends (Dark1, Dark2, Dark3, and Dark4) outputting
features of diferent scales.

Input

Part 1 Part 2

Original Block

Transition

Transition

Output

Figure 3: Te operation fow of CSP. CSP divides the input into
two parts and processes them diferently. CSP reduces the com-
putational complexity while preserving the accuracy performance.

Input

5×5
Pooling

9×9
Pooling

13×13
Pooling Input

Concatenatation

1×1 Conv

Output

Figure 4: Te operation fow of the SPP. SPP pools the fnal output
of CSPDarkNet at diferent kernels and concatenates the results to
produce a high-dimensional feature map.
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3.1.3. Corrosion Segmentation. Te corrosion on bolts
generally has a limited area, sparse distribution, and an
unpredictable shape. Terefore, it is crucial to utilize the
information on the resolution when performing the seg-
mentation of the corrosion area. Te structure of the seg-
mentation branch when the size of the input is 640× 640 is
illustrated in Figure 6.

However, the down-sampling operation in the backbone
results in a loss of resolution information in the image. In
order to efectively utilize the available resolution in-
formation, the decoder in the segmentation branch is
equipped with multiple skip-connection structures. Te
skip-connection structure incorporates features from the
backbone (Dark1, Dark2, Dark3, and Dark4) into the de-
coder by concatenating them with the decoder’s feature
maps. Tis augmentation facilitates the recovery of lost
resolution information, consequently bolstering the per-
formance of the decoder.

Te integration of feature maps from the backbone and
the decoder is expedited by implementing a skip-connection
structure, which concatenates the feature maps obtained
from the backbone with those generated by the decoder. As
depicted in Figure 6, after the concatenation and up-
sampling operation, it is necessary to process the re-
sultant fused feature efectively. Consequently, we in-
corporate the CSP layer into the design to facilitate the
extraction of features from the concatenated feature map. As
outlined in Section 3.1.1, the CSP layer demonstrates the
ability to improve learning performance while concurrently
reducing computational overhead. Furthermore, it con-
tributes to the amplifcation of the response from the cor-
rosion area in both the backbone and the preceding layers of
the decoder.

Te decoder generates a confdence map with di-
mensions equivalent to that of the original image. Each pixel
in the fnal confdence map represents the probability of the

pixel belonging to either the background or the corrosion
area. Te binary determination of a pixel afliation with the
target area is determined using a preestablished threshold
value of 0.5. If the value of a specifc pixel surpasses this
threshold, it is set to 1 to denote its inclusion in the corrosion
area; conversely, if it falls below the threshold, it is set to 0 to
signify its presence in the background. Consequently, this
process yields a mask that delineates the corrosion area.

Our strategy combines the strength of lightweight fea-
ture extraction with robust capabilities by incorporating the
lightweight CSPDarkNet architecture into the backbone
network. Furthermore, we amplify YOLOX performance by
integrating CAM into the detection branch, and in the
segmentation branch, we formulate a decoder based on the
CSP methodology. Tese architectural choices collectively
optimize the overall model performance.

3.2. Multitask Learning. Te upper and lower parts of
Figure 1 share some features output by the backbone, and
each independently further processes the features and
completes the tasks of bolt detection and corrosion area
segmentation. As illustrated in Figure 7, the detection
branch in the proposed model labels both healthy and
corroded bolts, while the segmentation branch is responsible
for identifying and segmenting the corroded areas. Te
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Re-weight

X Avg Pool Y Avg Pool

Concat + Conv2d

BatchNorm + Non-linear

Conv2d

Sigmoid

Conv2d

Sigmoid

Input

Output

C×H×1

C×H×W

C×1×W

C/r×1×(W+H)

C×H×W

C×H×1

C×H×1

C×1×W

C×1×W

C/r×1×(W+H)

Figure 5: Te operation fow of the CAM. CAM incorporates
spatial location information into the channel attention mechanism
while maintaining a low computational cost.
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CSP 80×80×24

Concat 40×40×24

Upsampling 320×320×48

CSP 320×320×48

Concat 160×160×48
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CSP 160×160×36
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Conv 640×640×2

Output
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Feature 3

Feature 4
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160×160×12160×160×128
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Figure 6:Te structure of the CSP-based decoder.Te decoder up-
samples the feature while fusing features from the output ends of
the backbone to recover the resolution information. Lastly, it gives
a mask representing the location of the corrosion area.
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collaboration between the two modules enables the seg-
mentation to focus solely on the corrosion of the bolts.
Although connecting two parts in series can also restrict the
region to corroded bolts, it requires two backbones, resulting
in signifcantly more computational time. Additionally, the
two backbones cannot share parameters during training and
evaluation, which necessitates additional resources (such as
datasets, time, and computing power) for training compared
with the dual structure proposed in this study.

Te detection loss, represented by Ldet, is a combination
of three loss terms, i.e., the classifcation loss, object loss, and
bounding box loss, which is weighted and combined as
described in

Ldet � a1Lclass + a2Lobj + a3Lbox, (1)

where Lclass and Lobj are focal loss [47], and a1, a2, and a3 can
be tuned to balance all parts of the detection loss. Tey are
utilized to reduce the loss of well-classifed examples, thus
forcing the network to focus on the hard ones. Lclass is used
for classifying diferent kinds of objects, and Lobj is used for
classifying the object and the background. Lbox is LCIoU [48],
which takes distance, overlap rate, the similarity of scale, and
aspect ratio between the predicted box and GT into
consideration.

Te segmentation loss Lseg contains LBCE and LDice [49].
Binary cross entropy (BCE) loss aims at minimizing the
classifcation errors between pixels of network outputs and
the targets, and the dice loss has been widely used in small
target segmentation. LBCE and LDice are defned as follows:

Final output results

Processing Processing Processing

Original image

Processed image

Bolt detection results

Corrosion area segmentation results

Corrosion bolt detection results

Only health bolts exist Bolts with corrosion Only corrosion areas exist

Figure 7: Multitask learning approach limits the segmentation region. Te pink part represents the bolt detection branch, while the blue
part shows the corrosion segmentation branch. Te bolt corrosion area is determined by intersecting the two parallel branches.
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LBCE � y logp +(1 − y)log(1 − p),

LDice � 1 −
I + ε

U − I + ε
,

I � 
N

1
piyi,

U � 
N

1
ti + yi( ,

(2)

where y represents targets, p denotes the prediction
probability output by the network, and N expresses the item
of the targets.

Te segmentation loss is shown as

Lseg � LBCE + LDice. (3)

In brief, the fnal loss is a weighted sum of the two parts:

Lall � b1Ldet + b2Lseg, (4)

where b1 and b2 can be tuned to balance all parts of the
total loss.

In this section, we propose a multitask strategy that
logically processes shared backbone features independently
for both bolt detection and corrosion area segmentation.
Tis innovative approach fosters a seamless collaboration
between the detection and segmentation branches, ulti-
mately resulting in a logical reduction of both the missed
detection rate (MDR) and false alarm rate (FAR), thereby
enhancing accuracy and practicality.

3.3. TensorRT Speedup. Given the practical application, it is
imperative for the model to exhibit a fast inference speed to
conform to the deployment requirements. Tus, the model
should be optimized to enhance its performance and support
its development.

In this study, TensorRT, a deep learning optimizer de-
veloped by NVIDIA, is adopted to increase the inference
speed of the proposed model. TensorRT exhibits the
prominent capability of providing low-latency and high-
throughput deployment inference for deep learning models,
thus taking on critical signifcance in conforming to the
deployment requirements in practical applications. It sup-
ports the use of three types of computation, including
kFLOAT (foat32), kHALF (foat16), and kINT8 (int8),
which allows for acceleration using low-precision data types.
Te network structure is optimized in TensorRT by com-
bining similar operations, thus simplifying the computation.
Additionally, it also optimizes the usage of video memory
andGPU bandwidth, depending on the framework and GPU
used. Furthermore, it signifcantly increases the inference
speed of the model in real-world applications.

4. Experimental Settings and Results Analysis

Tis section provides a comprehensive evaluation of the
DSNet proposed in this study using the collected dataset. We

conduct a comparative analysis between our model and
state-of-the-art methods that focus on single tasks, assessing
both quantitative performance and inference speed. Tis
comparison illustrates the overall superiority of our model.
Additionally, we perform ablation studies to analyze the
impact of each component and experimental setup in our
model. Considering the complexity of the model and the
extensive computations involved, the network parameters
are set empirically.

4.1.DataAcquisition SystemandDataset. Figure 8 shows the
data acquisition system named MS100 which is produced by
South Surveying and Mapping Technology Co., Ltd.

Te MS100 can automatically move and scan the tunnel
panorama at a speed of 1 km/h in disease-scanning mode.
Te images acquired by the MS100 are frst corrected to
orthophoto through its orthography correction. After or-
thography correction is completed, the acquired image
resolution reaches 2mm at a distance of 5meters, which
satisfes the actual demand for water leakage identifcation.
Te specifc parameters of the MS100 scanner are listed in
Table 2. Our experiments were performed on the corroded
bolt dataset collected by the MS100 from a Beijing metro
tunnel in service. Te corroded bolt dataset consists of 1441
pictures in the size of 640× 640. We labeled the bolts with
GT boxes (the blue boxes in Figure9(d)) and the corrosion
area of the bolts with GT masks (the yellow area in
Figure 9(d)). Te data were labeled in a VOC format. Te
experiment randomly selects 287 images as the test set. Our
experiments show the performance of the model on the test
set. Te dataset can be accessed at https://github.com/
StreamHXX/Tunnel-lining-disease-image.

4.2. Evaluation Metrics. In this paper, the performance of
diferent models will be evaluated by precision rate, recall
rate, F1 score, average precision (AP), mean intersection
over union (mIoU), mean pixel accuracy (mPA), accuracy,
frames per second (FPS), and parameters.

For detection performance, precision rate, recall rate,
and F1 score are defned as

Precision �
XTP

XTP + XFP
,

Recall �
XTP

XTP + XFN
,

F1 score �
2 × precision × recall
precision + recall

,

(5)

where XTP denotes the number of objects identifed as true
and XFP denotes the number of objects identifed as false. AP
represents the area under the precision-recall (P-R) curve.
Te higher the above-mentioned metrics, the better the
detection performance will be.

For segmentation performance, IoU represents the ratio
of intersection and union between the GT area and the
predicted segmentation area. As shown in Figure 10, the
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Figure 8: A picture of the MS100.

Table 2: Specifc parameters of the MS100 scanner.

Classes Parameters
Operating mode Phase
Scanning distance 0.6–350meters
Range accuracy ±1millimeter
Angular accuracy ≥19 seconds of arc
Scanning speed 1,000,000 points per second
Camera Coaxial image, built-in 165 million pixels

(a) (b)

(c) (d)

Figure 9: Some examples of results. (a) EfcientDet. (b) HRNet. (c) DSNet. (d) GT.
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yellow part in the image represents the ground truth area A1,
and the red part in the image represents the prediction area
A2. We record the intersection of the two areas as A3. Te
IoU in segmentation can be calculated as

IoU �
A3

A1 + A2 − A3
. (6)

Te mIoU used in this study is the average value of IoU
of all classes. Pixel accuracy (PA) indicates the accuracy of
classifying each pixel in the image in each class. Te mPA
represents the average value of PA of all classes. Accuracy
measures the average classifcation accuracy of an image for
each pixel. Higher these metrics indicate better segmenta-
tion performance.

As for speed performance, FPS is the number of image
frames that the model can process per second. FPS shows the
speed and complexity of diferent models. Parameters
represent the size of memory space occupied by model
parameters. Higher FPS indicates better speed performance.
Lower parameters indicate less space occupied, which is
better for deployment.

Besides, in order to evaluate the performance of our
approach on the corroded bolt detection task level, we
employ the MDR and FAR as evaluation metrics in our
experiments. MDR and FAR can be calculated as

MDR �
FN

FN + TP
,

FAR �
FP

TN + FP
,

(7)

where true positive (TP) and true negative (TN), re-
spectively, denote the number of positive samples and
negative instances correctly detected, respectively; false
positive (FP) and false negative (FN) express the number of
negative cases and positive samples wrongly detected, re-
spectively. TP, TN, FP, and FN are computed after the
intersection operation since they express the performance
on the corroded bolt detection task level.

4.3. Implementation Details

4.3.1. Experiment Settings. Te experiments are all imple-
mented on an Intel@ Core™ i7-11700K CPU (3.6GHz,
3.2GB RAM) and an NVIDIA GeForce RTX 3060 GPU
(CUDA version 11.6) with Python 3.9.12 (PyTorch 1.11.0) in
64 Bit Ubuntu 18.04.1 Long Term Support operating system.

Te experiment sets the resolution of the input image to
640× 640. We use the stochastic gradient descent (SGD)
with 0.9 momenta as the optimizer to fnd the optimal
parameters and initialize the learning rate to 0.001 in the
training process. We chose the cosine delay with a warm-up
as the learning rate schedule. All models have been fully
trained in an end-to-end way. All experiments follow the
same experimental settings and evaluation metrics.

4.3.2. Image Augmentation. Due to the limited feld data, the
data collected from the actual tunnel environment were
augmented through rotation, shear, translation, and mosaic
techniques, which are illustrated in Figure 11. We utilized
a rotation rate of 0.5 and a translation rate of 0.1 during
image rotation and translation procedures. Te image-
cutting process incorporated a scale rate and a shear rate
of 0.5. Furthermore, we employed mosaic in our experi-
ments to augment the performance of the decoder, using
a mosaic rate of 1.0. Tis technique signifcantly boosted
dataset background diversity by seamlessly combining
multiple cropped images. Additionally, the augmented
dataset is used uniformly for training the comparison
models and ablation models.

4.3.3. Transfer Learning. With the limited data collected, it is
hard to fully train a new model from scratch. To address this
issue, a common approach is to leverage a pretrained model
that has already been trained on larger datasets. In this study,
we utilize a pretrained CSPDarkNet as the backbone of our
model and fne-tune it to adapt to the task of bolt detection
and corrosion area segmentation. Te use of a pretrained

Ground Truth

Prediction

Detection Results

Ground Truth

True Positives (TP)

False Positives (FP)

False Negatives (FN)

Figure 10: Te defnition of IoU.
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model not only speeds up the convergence process but also
leads to a signifcant improvement in performance com-
pared with models trained from scratch.

4.4. Comparisons on the Dataset. In this section, several
advanced methods of segmentation and detection are se-
lected for comparison and fully trained on the dataset of this
study. Since two tasks (i.e., detection and segmentation) exist
in this work, we use the comprehensive results of the model
and compare the performance of the two tasks, respectively.
As indicated by the results, the proposed DSNet outperforms
other methods for comparison in detection and
segmentation.

For detection, we compare and evaluate the performance
of the proposed model and the comparison methods on the
test set in terms of accuracy and speed. Table 3 lists the
comparison results. In Table 3, faster R-CNN [50] acts as
a two-stage CNN-based object detector, i.e., a typical non-
end-to-end model. EfcientDet [51] is a detection model
proposed by Google following the classifcation model
EfcientNet, where the bidirectional FPN is incorporated for
characteristic formaldehyde fusion. YOLOv5s is a light-
weight end-to-end model with high accuracy and speed. Te
current mainstream object detection models are selected for
performance comparison.

As shown in Table 3, compared with faster R-CNN,
EfcientDet, and YOLOv5s, our proposed DSNet has achieved
the best recall rate and got a 0.022, 0.064, and 0.025 better in
recall, respectively. It shows that the method proposed rarely
fails to detect bolts. For the F1 score, DSNet and YOLOv5s
perform better than faster R-CNN and EfcientDet. Both of the
two models achieve 0.960. From the perspective of AP, DSNet
gets 0.972 AP@0.5 and 0.471 AP@0.5: 0.95, which is the op-
timal among all models in Table 3. Te above results indicate
that DSNet has the best performance in detection accuracy,
especially in AP@0.5: 0.95, which confrms the efectiveness of
DSNet in the detection task.

In terms of the size and speed of the model, we can see
that DSNet has no obvious advantage in parameters and
FPS. However, it should be noted that the DSNet proposed
has two branches to resolve two tasks. Te comparison
methods in Table 3 only focus on the detection task. Despite
this, DSNet is still much lighter than faster R-CNN in pa-
rameters and faster than faster R-CNN and EfcientDet.

We also evaluate and compare our proposed DSNet with
several advanced models in segmentation in terms of ac-
curacy and speed, as shown in Table 4. U-Net [24] is an end-
to-end segmentation model widely used in the medical
image feld. Under a small amount of data, U-Net can
guarantee high accuracy. Deeplab v3+ [52] is an optimized
version of the Deeplab series models, which introduces an
encoder-decoder structure to increase the edge segmenta-
tion accuracy. Unlike U-Net, HRNet [20] achieves strong
semantic information and accurate spatial information
utilizing parallel diferent resolution branches, thus avoiding
loss of information in down-sampling. Compared with the
above methods, we illustrate the performance of our model
more clearly.

From the numerical results in Table 4, U-Net, Deeplab
v3+, HRNet, andDSNet achieve the same accuracy as high as
0.997 in the corrosion area segmentation task. For mIoU,
HRNet outperforms other models with 0.685. Our proposed
model DSNet also achieves a near-performance (0.682).
Moreover, DSNet gets 0.786 on mPA, which is the best
among all comparison methods.

Taking the requirements of the engineering application
into consideration, both size and speed are crucial indices in
the segmentation task. As presented in Table 4, the state-of-
the-art segmentation method, Deeplab v3+, attains optimal
performance in terms of both speed and size. Despite being
a dual-task model, the proposed DSNet still achieves a frame
rate of 25.82 FPS. With acceleration from TensorRT, the
frame rate of DSNet increases to 34.01 FPS, representing
a signifcant improvement over U-Net and HRNet, with
frame rate increases of 22.37 FPS and 20.57 FPS, respectively.

Image Augmentation

Figure 11: Te image augmentation using rotation, shear, translation, and mosaic techniques.
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As shown in Table 5, we have combined the above de-
tection task models and segmentation task models with each
other for experiments and compared the schemes for detecting
corroded bolts directly using fast R-CNN, YOLOv5s,
YOLOv5n6, YOLOv5n, and ensemble YOLOv5n [2]. Our
proposed DSNet achieved excellent results in terms of MDR
and FAR. Accurately, the calculated MDR was only 0.019, and
the FAR was only 0.017, respectively, which was the best
performance among all the compared combinations. More-
over, the complexity of our multitask model compared to other
models is also refected in Table 5. GFLOPs (giga foating point
of operations) are the number of foating point operations,
which can be used tomeasuremodel complexity. In Table 5, the
GFLOPs of diferent models are calculated and compared. We
can see that our proposed DSNet is smaller than any com-
bination of segmentation models and detection models.

Figure 11 shows some examples of results from diferent
models. As for detection, compared with the EfcientDet, the
DSNet gives bolts detected higher confdence. Additionally, the
DSNet outperforms the EfcientDet in terms of the detection
rate for bolts. EfcientDet fails to detect a bolt in the frst image
of Figure 9. As for segmentation, compared with the HRNet,
the proposed DSNet successfully labels some areas of corrosion
that were not identifed by the HRNet. However, it also leads to
the incorrect segmentation of some areas.

In general, the DSNet exhibits better comprehensive per-
formance in bolt detection and corrosion area segmentation.

4.5. Ablation Study. In the present section, a comprehensive
examination of the ablation studies is presented. Te ab-
lation experiments fall into two parts as follows. Te frst
part refers to the loss function employed in the segmentation
task, while the other part involves a variety of components of
the DSNet. Subsequently, the numerical experimental results
are analyzed in depth.

4.5.1. Ablation Study of Transfer Learning. As shown in
Table 6, we validate the efect of transfer learning in our
experiment. Using transfer learning, the DSNet proposed

gets higher results in AP@0.5, AP@0.5: 0.95, mIoU, and
mPA. Te precision and F1 score of the model with transfer
learning are a little lower. However, we can see that transfer
learning enhances the comprehensive performance of the
model in both bolt detection and corrosion area segmen-
tation. Moreover, transfer learning also accelerates the
convergence speed of the model in training [53]. Te ex-
perimental result confrms that it can make the DSNet better
in our dataset.

4.5.2. Ablation Study of Loss Function. As shown in Table 7,
we perform an ablation study on the test set to verify the
efect of diferent combinations of Lseg. Te combination of
BCE and dice loss exhibits the optimal performance.
Compared with the focal and dice loss, the combination of
BCE and dice loss outperforms all the metrics. Te above
combination of Lseg not only enhances the performance of
corrosion area segmentation but also makes the task of bolt
detection better. As revealed by the ablation study of the loss
function, the combination of BCE and dice loss achieves the
optimal performance in this study.

4.5.3. Ablation Study of Components in DSNet. As shown in
Table 8, we also verify the impact of two components in our
model on the test set. Table 8 represents the CSP component of
the segmentation decoder. Te baseline is the DSNet without
CAM and CSP.With CAM, it can be seen that all indicators of
detection have a signifcant improvement compared to the
baseline, which proves the efectiveness of CAM on the task of
bolt detection. Compared to theDSNet withCAM,DSNetwith
CAM and CSP achieves better performance at indicators of
corrosion area segmentation task. mIoU and mPA are im-
proved from 0.665 and 0.727 to 0.682 and 0.786, respectively.
Although some indicators of the bolts detection task (precision,
recall, F1 score, and AP@0.5) decline, the more comprehensive
indicators of bolts detection, AP@0.5: 0.95 increases from 0.454
to 0.471. Comprehensively, themodel with bothCAMandCSP
makes a better performance, which verifes the necessity and
rationality of each component in our model.

Table 3: Detection results.

Model Precision Recall F1 score AP@0.5 AP@0.5: 0.95 Parameters (M) FPS
Faster R-CNN 0.899 0.959 0.930 0.924 0.337 108.2 11.95
EfcientDet 0. 68 0.917 0.940 0.954 0.440 25.6 14.22
YOLOv5s 0.959 0.956 0. 60 0.948 0.435 27.1 53.50
DSNet (ours) 0.943 0. 81 0. 60 0. 72 0.471 34.5 25.82
DSNet (TensorRT) 73.9 34.01
Te bold values are the best value among all comparents. Illustrating that DSNet is better than other detection-only methods.

Table 4: Segmentation results.

Model mIoU mPA Accuracy Parameters (M) FPS
U-Net 0.680 0.769 0.997 95.0 11.64
Deeplab v3+ 0.670 0.751 0.997 25.3 36. 3
HRNet 0.685 0.782 0.997 37.5 13.44
DSNet (ours) 0.682 0.786 0.997 35.4 25.82
DSNet (TensorRT) 73.9 34.01
Te bold values are the best value among all comparents.
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5. Discussion

Te results of the above-mentioned experiments have shown
the efectiveness of the proposed DSNet. It should be noted
that DSNet has not achieved the optimal speed performance
in both the detection and segmentation experiments because
DSNet needs to handle the two tasks of bolt detection and
corrosion area segmentation. In the experiment, the oper-
ation mode of the code lets the DSNet fnish the bolts de-
tection task frst and then the corrosion area segmentation
task. However, we can see from the comparisons that the
inference speed of the DSNet is only a little diferent from
the best speed performance of the segmentation task,

although the DSNet needs to perform two tasks. Tus, we
believe that by using multithreading technology to handle
these two tasks simultaneously, the DSNet can get similar
performance with the models focusing on a single task.

6. Conclusion

In this paper, we propose an end-to-end DSNet to detect
bolts and segment corrosion simultaneously. Te detection
branch incorporates the CAM module, which amplifes the
focus of themodel on the bolts, and the segmentation branch
utilizes a designed decoder based on the CSP module to
generate a mask for identifying the corroded regions of bolts.

Table 5: Comparisons of combined approaches.

Detection task Segmentation task
MDR FAR FPS GFLOPs

Faster R-CNN EfcientDet YOLOv5s U-Net Deeplab v3+ HRNet
√ √ 0.039 0.093 5.89 553.726
√ √ 0.044 0.097 9.03 249.003
√ √ 0.033 0.089 6.33 230.013

√ √ 0.088 0.032 6.41 356.574
√ √ 0.086 0.029 10.27 51.851
√ √ 0.074 0.035 6.91 32.861

√ √ 0.049 0.042 9.56 368.869
√ √ 0.041 0.051 21.83 64.146
√ √ 0.036 0.039 10.74 45.156

Faster R-CNN [30] 0.083 0.31 11.91 200.857
YOLOv5s [2, 36] 0.038 0.129 156.37 16.000
YOLOv5n6 [2, 36] 0.067 0.123 85.31 4.300
YOLOv5n [2, 36] 0.038 0.111 150.56 4.200

Ensemble YOLOv5n [2] 0.03 0.088 141.64 12.600
DSNet (ours) 0.01 0.017 25.82 13.968

DSNet (TensorRT) 34.01 10.832
Te bold values are the best value among all comparents. Illustrating that our method is better than other approaches.

Table 6: Ablation study (transfer learning).

Transfer learning Precision Recall F1 score AP@0.5 AP@0.5: 0.95 mIoU mPA
0. 57 0.981 0. 70 0.968 0.462 0.679 0.769

√ 0.943 0.981 0.960 0. 71 0.471 0.682 0.786
Te bold values are the best value among all comparents. Illustrating that transfer learning is better on many targets.

Table 7: Ablation study (loss function).

Loss Function
Precision Recall F1 score AP@0.5 AP@0.5: 0.95 mIoU mPA

BCE Focal Dice
√ √ 0.940 0.980 0.950 0.967 0.462 0.642 0.675

√ √ 0. 43 0. 81 0. 60 0. 71 0.471 0.682 0.786
Te bold values are the model with BCE and Dice which gets better performance than that with Focal and Dice at diverse metrics.

Table 8: Ablation study (component).

Module
Precision Recall F1 score AP@0.5 AP@0.5: 0.95 mIoU mPA

Base CAM CSP
√ 0.951 0.917 0.930 0.934 0.405 0.623 0.664
√ √ 0. 54 0. 86 0. 70 0. 7 0.454 0.665 0.727
√ √ √ 0.943 0.981 0.960 0.971 0.471 0.682 0.786
Te bold values are the best value among all comparents.
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Te experiments and ablation studies show that our DSNet
outperforms other methods and the components perform
well in evaluation. It achieves a precision of 0.957 and a recall
of 0.981 under transfer learning for the detection task while
reaching a mIoU of 0.682 and an mPA of 0.786 for corrosion
segmentation. Te frame rate of our proposed DSNet can
reach 34.01 FPS with TensorRT speedup. Although there is
a decline compared with YOLOv5s, the overall MDR of the
method was as low as 0.019 and the overall FARwas as low as
0.017, which demonstrated that it can signifcantly reduce
the occurrence of missed detection and false alarm. We also
believe that by using multithreading and distributed com-
puting to develop the model, it can achieve similar speed
performance with the optimal methods for comparison.
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