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In the realm of structural health monitoring (SHM), understanding the expected behavior of a structure is vital for the timely
identifcation of anomalous activities. Existing methods often model only the physical quantities of monitoring data, neglecting
the corresponding temporal information. To address this, this paper presents an innovative deep learning framework that
synergistically combines a BiLSTM model, fortifed by a temporal pattern attention (TPA) mechanism, with time-encoded
temperature and trafc-induced defection-temporal patterns. Te arithmetic optimization algorithm (AOA) is employed for
optimal hyperparameter tuning, and incremental learning was implemented to enable real-time updates of the model. Based on
the proposed framework, an anomaly detection method was subsequently developed.Tis method is bidirectional: it uses quantile
loss to provide expected ranges for structural behavior, identifying isolated anomalies, while the windowed normalized mutual
information (WNMI) based on multivariate kernel density estimation (MKDE) helps detect trend variability caused by decreases
in structural stifness. Tis framework and the anomaly detection method were validated using data from an operational cable-
stayed bridge.Te results demonstrate that the method efectively predicts structural behavior and detects anomalies, highlighting
the critical role of temporal information in SHM.

1. Introduction

Given the large number of bridges and limited human and
fnancial resources, continuously inspecting every bridge
with traditional methods is impractical [1–3]. Currently,
inspections occur every 2 to 6 years as per regulatory
guidelines [4], but damage occurring between inspections
can go unnoticed, leading to further deterioration and in-
creased repair costs. Consequently, it is essential to adopt
advanced structural health monitoring (SHM) technologies
for real-time anomaly detection in bridges [5, 6]. Bridge
defection is a crucial indicator of structural stifness and
safety [7], afected by various uncertainties such as weather
and trafc density [8]. Te impact of natural factors, pri-
marily temperature variations, is relatively straightforward

to understand [9], but human-induced factors such as trafc
fow are less predictable [10]. Gaining insights into these
patterns can provide a more comprehensive understanding
of a bridge’s expected behavior. If an urban bridge con-
sistently shows defections during peak hours that do not
revert to baseline, this suggests potential structural prob-
lems, especially if similar patterns have historically led to
failures [11–13].

In recent years, various methods have been explored for
abnormality diagnosis using bridge SHM data. For example,
by integrating digital twin technology with the fnite element
method (FEM), Jasiński et al. [7] provided a case study of an
actual bridge, demonstrated how to generate computational
FEM models using building information modeling (BIM),
and delved into the results of load tests conducted on the
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bridge. Te core concept is to employ the fnite element
model as a digital twin to supplement monitoring systems
and simulate scenarios that might initially be interpreted as
structural damage [4]. Numerical models have been de-
veloped to cross-verify data from sensors [14]. In reality,
characterizing expected structural behavior under standard
conditions becomes challenging without numerical simu-
lations, making it difcult to detect anomalies [15]. From
a generalizability standpoint, these methods may not be
entirely practical. Moreover, the models are often con-
strained by the limitations inherent to the materials and
physics involved, hindering their ability to closely mimic
real-world operational conditions [16, 17].

Another avenue that ofers relative simplicity and ef-
ciency lies in data-driven approaches, particularly leveraging
the rapid advancements in machine learning and deep
learning techniques. For instance, Nguyen and Goulet [18]
have combined the Rao–Blackwellized particle flter with the
Bayesian dynamic linear model to create an online method
for the real-time detection of abnormal dam displacements.
Wang et al. [19] used sparse Bayesian learning to estimate
the expected structural behavior under normal conditions,
using this as a baseline to categorize damage with a con-
structed structural damage index. Yue et al. [20] established
a digital regression model using long short-term memory
(LSTM) networks to accurately map the relationship be-
tween temperature features and temperature-induced de-
fection in the main girder of cable-stayed bridges. Manzini
et al. [21] investigated the potential of low-cost global
navigation satellite systems (GNSS) for large-scale bridge
monitoring, introducing an anomaly detection strategy
based on machine learning models, including recurrent
neural networks. Zhang et al. [22] introduced a data anomaly
detection method based on structural vibration signals and
convolutional neural networks (CNN) aimed at automati-
cally identifying and eliminating abnormal data in structural
monitoring systems, which proved efective in detecting
various abnormal patterns within large datasets generated by
long-span bridge monitoring. Additionally, advanced
methods such as support vector regression (SVR) [23–25],
gated recurrent units (GRU) [26], and transform coupled
with a random forest classifer [27] have been used for
anomaly detection in SHM data. A review by Yue et al. [28]
highlights the latest applications of deep learning in SHM,
particularly emphasizing the capabilities of LSTM networks
in time-series modeling. In SHM systems, the response data
traditionally collected is often viewed as only one-
dimensional, focusing solely on the response itself. How-
ever, an often overlooked aspect is the timestamp associated
with this monitoring data. For instance, a 24-hour time-
stamp can provide crucial periodic information, and peak
trafc periods can also be highlighted temporarily. Existing
methods typically fail to capture these subtle temporal
diferences and do not efectively utilize the valuable in-
formation present in the time dimension. Terefore, there is
an urgent need to develop an anomaly detection framework

that can efectively utilize overlooked temporal information,
thereby enhancing the performance of SHM systems.

Tis paper proposes an arithmetic optimization
algorithm-based bidirectional long short-term memory with
temporal pattern attention (AOA-BiLSTM-TPA) for pre-
dicting bridge defection and utilizes the expected defection
behavior for anomaly detection. To fully leverage temporal
information, this paper implements two types of encoding on
the monitoring timeline. Cyclic encoding enhances the
BiLSTM’s ability to capture temperature-induced defection
patterns, while label encoding improves the learning of trafc-
induced defections. Additionally, TPA is used to assign
weights to these patterns. To facilitate real-time anomaly
detection in measurement data, this method uses incremental
learning to continuously update the model. It utilizes quantile
loss to provide safety margin thresholds and incorporates
window-normalized mutual information (WNMI) to check
the consistency between expected and actual trends.

2. Encoding Techniques for Temporal
Influences on Structural Deflections

In this paper, hourly-averaged defection is used as a re-
search metric to diminish noise impacts and reduce the
misleading efects of transient responses on anomaly de-
tection. Nonetheless, such defections are subject to com-
plex, time-variant factors, including temperature changes
and trafc patterns. To fully leverage temporal information
within deep learning methodologies, cyclic encoding has
been utilized to enhance the model’s ability to learn patterns
of temperature-induced defections. Simultaneously, label
encoding has been used to improve the learning of patterns
associated with trafc-induced defections.

2.1. Cyclic Encoding for Temperature-Induced Defections.
Te cyclical pattern of temperature-induced defections
follows a clear 24-hour cycle [29]. Linear encoding, which
assigns each hour a unique value from 0 to 23, inadequately
refects this time’s cyclical essence, possibly leading to im-
precise forecasts or less-than-ideal outcomes in machine
learning or optimization. To overcome this, our study adopts
a circular encoding approach. Tis method maps the data
onto a two-dimensional plane as follows:

Xsin(t) � sin
2πt

24
􏼒 􏼓,

Xcos(t) � cos
2πt

24
􏼒 􏼓,

(1)

where t represents the timestamp.Te points (Xsin(t),Xcos(t))

are evenly distributed on the unit circle, creating a unique 2D
representation of the time variable that captures the circular
nature of the data.Te cyclic encoding of temporal information
helps provide deep learning with periodic insights similar to
those of temperature, enhancing interpretability, and can be
seen in Figure 1:
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2.2. Label Encoding for Trafc-Induced Defections.
Considering that this study focuses on the hourly-averaged
defection index, the literature [30–32] indicates that trafc
congestion during peak periods signifcantly increases the
static defection of bridges. To fully leverage the temporal
information associated with this trafc-induced defection
pattern, this paper uses a dual-layer coding method: the frst
layer distinguishes between workdays and nonworkdays,
while the second layer diferentiates between rush hours and
nonrush hours. Let Wt represent the frst-layer coding for
distinguishing workdays by hour and Rt denote the second-
layer coding for identifying rush hours at the same hour.
Tese variables can be defned as follows:

Wt �
0, workday,

1, non − workday,
􏼨

Rt �
0, rush hour,

1, non − rush hour.
􏼨

(2)

In this paper, the operational conditions of the bridge being
studied dictate that rush hours are defned as workday
morning rush hours (Beijing time 07:00–09:00) and evening
rush hours (Beijing time 17:00–19:00). Using the dual-layer
coding method, the hourly-averaged defection at any given
moment can be represented by encoding Wt Rt􏼂 􏼃. For
instance, the hourly-averaged defection from 17:00–18:00
on April 20, 2020 (Monday) would be encoded as [1, 1]. Tis
approach, incorporating time labels related to trafc con-
ditions, can provide richer information and enhance in-
terpretability for deep learning.

3. Methodology for Anticipated
Behavior Estimation

Tis section introduces a framework designed to predict
defection behavior. It integrates BiLSTM [33–35] and TPA
mechanisms [36] within an AOA-based architecture [37],
enhancing the capture of temporal patterns and prediction
precision.

3.1. BiLSTM. Te foundational LSTM has a unique archi-
tecture with three key gates: input, forget, and output. Tis
structure enables the capture of long-term dependencies,
surpassing the capabilities of standard RNNs [38].Te forget
gate ft, the input gate it, and the output gate ot can be
calculated with

ft � σ Wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑,

it � σ Wi · ht−1, xt􏼂 􏼃 + bi( 􏼁,

ot � σ Wo · ht−1, xt􏼂 􏼃 + bo( 􏼁.

(3)

In the above equations, σ(·) is the sigmoid function, and
the input to the gate is a combination of the current input xt

and the previous hidden state ht−1, which are linearly
transformed using weights (Wf, Wi, and Wo) and bias
terms (bf, bi, and bo).

Candidate memory 􏽥ct was generated by applying the
hyperbolic tangent (tanh) activation function to a linear
transformation using the weight Wc and the bias bc:

􏽥ct � tanh Wc · ht−1, xt􏼂 􏼃 + bc( 􏼁. (4)

Te memory cell updated state for the current time step
amalgamates ct−1 and 􏽥ct and is infuenced by the decisions of
both the forget and input gates:

ct � ft · ct−1 + it · 􏽥ct. (5)

Te hidden state is the output of the LSTM at the current
step:

ht � ot · tanh ct( 􏼁. (6)

Te BiLSTM extends LSTM by processing sequences in
both forward and reverse directions [35]. Te fnal pre-
diction combines hidden states from both directions:

ht � h
→

t ⊕ h
←

t, (7)

with ht encapsulating the forward h
→

t and backward h
←

t

directions and ⊕ denoting the concatenation operation.Te
resultant ht is derived by merging the forward and backward
hidden states at time t.Te detailed schematic of the BiLSTM
is shown in Figure 2:

3.2. TPA Mechanism. In this paper, TPA is utilized to
capture the temporal dependencies in the monitoring data.
In the TPA framework, convolutional neural networks
(CNNs) are employed to scan the input time-series data
using a set of k convolutional flters Ci ∈ R1×T, where T � w

(if unspecifed) is the maximum sequence length considered.
Te convolution operation is defned as follows:

H
C
i,j � 􏽘

w

l�1
Hi,(t−w−1+l) × Cj,T−w+l, (8)

where HC
i,j represents the convolutional output, capturing

localized temporal patterns in each of its row vectors, and
HC ∈ Rn×k.
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Figure 1: Cyclic encoding (24 hours).
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Te attention mechanism uses a scoring function to
weigh the importance of each feature, which is defned as
f: Rk × Rm↦R to evaluate relevance:

f H
C
i , ht􏼐 􏼑 � H

C
i􏼐 􏼑

T
Waht, (9)

where HC
i is the ith row of HC, and Wa ∈ Rk×m. Te at-

tention weight αi is then calculated using the sigmoid ac-
tivation function, allowing for multiple features to be
considered relevant:

αi � sigmoid f H
C
i , ht􏼐 􏼑􏼐 􏼑. (10)

Te vector vt is obtained as a weighted sum of the
rows of HC:

vt � 􏽘
n

i�1
αiH

C
i . (11)

Ten, the fnal step integrates the context vector vt and
the original feature vector ht to make the fnal prediction.

ht
′ � Whht + Wvvt,

yt−1+∆ � Wh′ht
′,

(12)

3.3. AOA. Te optimization of the number of hidden layers
in BiLSTMs is a critical aspect that signifcantly infuences
model performance. Conventional methods, including
manual grid search and traditional optimization algorithms
such as genetic algorithms [39] or particle swarm optimi-
zation [40], have limitations. Tese methods are often
computationally intensive, or they may lack the capacity for
adaptive searching in a high-dimensional hyperparameter
space. Against this backdrop, this study adopts an advanced
optimization method, the AOA, specifcally for calibrating
the number of hidden layers in BiLSTMs. Te AOA, frst
developed by Abualigah et al. [37], leverages four funda-
mental arithmetic operations (addition, subtraction, mul-
tiplication, and division) for optimization tasks. Te
algorithm can be broken down into three primary phases:
initialization, exploration, and exploitation.

(1) Initialization: Te candidate solution is defned as

y(t) �

y1,1 y1,2 · · · y1,n

y2,1 y2,2 · · · y2,n

⋮ ⋮ ⋮

ym,1 ym,2 · · · ym,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (13)

In this paper, n� 10 represents the number of initial
solutions, andm� 1 indicates one hyperparameter to
be optimized: the number of hidden units.

(2) Exploration: After initialization in the AOA, it frst
enters the exploration stage. Before this phase, the
math optimizer accelerated (MOA) is computed for
exploration purposes, which is derived from

MOA Citer( 􏼁 � Min + Citer ×
Max − Min

Miter
􏼠 􏼡, (14)

where Citer represents the current iteration, and
Citer ∈ (1, Miter). Max and Min indicate the maxi-
mum and minimum values of the acceleration
function, respectively. MOA(Citer) denotes the
function value at the tth iteration, which is calculated
using the following equation:

yi,j Citer + 1( 􏼁 �
best yj􏼐 􏼑÷ (MOP + ε) × ubj − lbj􏼐 􏼑 × μ + lbj􏽨 􏽩, r2 < 0.5,

best yj􏼐 􏼑 × MOP × ubj − lbj􏼐 􏼑 × μ + lbj􏽨 􏽩, r2 ≥ 0.5,

⎧⎪⎨

⎪⎩
(15)

where yi,j(Citer + 1) denotes the ith solution in the
subsequent iteration, yi,j(Citer + 1) signifes the jth
position of the ith solution in the present iteration,
and best(yj) is the jth position in the optimal it-
eration. ε is a small integer number, while ubi and
ubi, respectively, represent the upper and lower
bounds of the jth position. μ is set to 0.5.

Utilizing multiplication or division as the explora-
tion mechanism of AOA helps in locating a solution
as close as possible to the optimum by extensively
searching the solution space over multiple iterations.
Te math optimizer probability, MOP(Citer), in-
dicating the function value during the t-th iteration,
is defned as follows:

LSTM

+ + +

LSTM

LSTM

xt–1
xt xt+1

ht–1 ht ht+1

LSTM

LSTM

LSTM

Figure 2: BiLSTM diagram.
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MOP Citer( 􏼁 � 1 −
Citer

(1/α)

Miter
(1/α)

, (16)

where Citer signifes the current iteration, while Miter
stands for the maximum iterations. α is a sensitive
parameter defning the precision of the exploitation
process during iterations. In this study, α is set to 5.

(3) Exploitation: In this phase, subtraction or addition
arithmetic operators are utilized to yield high-
density results, ofering advantages over multipli-
cation and division operators due to their ability to
approach the target with minimal dispersion. Te
exploitation phase is described as follows:

yi,j Citer + 1( 􏼁 �
best yj􏼐 􏼑 + MOP × ubj − lbi􏼐 􏼑 × μ + lbj􏽨 􏽩, r3 ≥ 0.5,

best yj􏼐 􏼑 − MOP × ubj − lbi􏼐 􏼑 × μ + lbj􏽨 􏽩, r3 < 0.5.

⎧⎪⎨

⎪⎩
(17)

To efectively balance the exploration and exploitation
phases of the algorithm, r1, a randomnumber between
[0, 1], is used in AOA as the criterion to transition
from exploration to exploitation.When r1 >MOA, the
candidate solution attempts to diverge from the ap-
proximate optimal solution, signifying that the algo-
rithm is in the exploration phase. Conversely, when
r1 ≤MOA, the candidate solution gravitates towards
the approximate optimal solution, indicating that the
algorithm is in the exploitation phase.

3.4. AOA-BiLSTM-TPA Framework with Incremental
Learning. As depicted in Figure 3, the proposed framework
consists of several integral components: BiLSTM layers for
sequence modeling, CNN convolutional layers for feature
extraction, a TPA mechanism for weighted feature in-
tegration, and fully connected layers for fnal output pre-
diction. In this paper, the input length for each timestep of
the BiLSTM is set to 24 hours to enhance the mastery of
periodic patterns. For the optimization phase, the adaptive
moment estimation (Adam) optimizer [41] is used for model
optimization, enabling adaptive learning rates for each
parameter. Te initial learning rate is set at 0.01 and de-
creases by a predefned factor of 0.9 every fve epochs. Te
training process is limited to a maximum of 200 epochs, with
a mini-batch size of 10.

Furthermore, to enhance the real-time applicability of the
proposed framework, an incremental learning strategy has
been implemented within the neural network. Tis approach,
also known as online learning or continual learning, allows the
model to continuously learn and adapt to new data while
retaining previously acquired knowledge [42]. In incremental
learning, the challenge is to address the problem of catastrophic
forgetting, which occurs when a model, upon learning new
information, completely disrupts the knowledge it had pre-
viously acquired. To address this, this paper uses the experience
replay incremental learning strategy [43], which maintains and
reuses amemory of past data samples during new data training.
Te process is as follows:

(1) Historical defection data are divided into 24-hour
subsets to match the input length 24 of BiLSTM
in this paper. Tese subsets are denoted as Xi􏼈 􏼉,
i � 1, 2 , · · · , n.

(2) When updating the network state at time t, a subset Xi

is randomly selected from the memory and combined
with a new dataset 􏽥X that includes all monitoring
information (i.e., defection data and labels) collected
from time t-24 to t-1. Te training target is set to
predict the subsequent value of Xi

􏽥X􏽨 􏽩.
(3) Training adjustments are minimal, using just 10

epochs and a learning rate of 0.001 to refne the
model gently. Each epoch shufes the data to prevent
sequence memorization and enhance generalization.

Te incremental learning strategy is shown in Figure 4.
In this research, the root mean squared error (RMSE),

mean absolute error (MAE), and coefcient of de-
termination (R2) are used as evaluation metrics to gauge the
reconstruction accuracy of the proposed model. Te
mathematical representations of these metrics are as follows:

RMSE �

������������

􏽐
n
t�1 xt − 􏽢xt( 􏼁

2

n

􏽳

,

MAE �
1
n

􏽘

n

t�1
|xt − 􏽢xt| ,

R
2

� 1 −
􏽐

n
t�1 xt − 􏽢xt( 􏼁

2

􏽐
n
t�1 xt − x( 􏼁

2 .

(18)

In the above equations, n represents the sample size, and
xt and 􏽢xt are the monitored and predicted data, respectively.
A lower RMSE and MAE indicate higher reconstruction
accuracy, while an R2 score closer to 1 suggests a higher
fdelity in the reconstructed data to the observed values.

4. Anomaly Detection through
AOA-BiLSTM-TPA Model Predictions

Ensuring the structural safety of operational bridges is
paramount. Establishing an expected behavior model for the
bridge and detecting signifcant deviations serve as crucial
measures for maintaining safety. To enhance the precision
and reliability of anomaly detection, this study proposes two
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strategies. Firstly, it utilizes quantile loss functions during
training to identify point anomalies robustly. Tis method
sets quantile threshold intervals, enabling the immediate
detection of localized deviations from expected behavior.
Secondly, a mutual information metric is used to monitor
broader structural behavior trends.

4.1. Loss Functions in Anomaly Detection. Quantile re-
gression is a type of regression analysis used in statistics and
econometrics [44]. Unlike standard regression models that
focus on the conditional mean of the response variable given
certain values of the predictor variables, quantile regression
models focus on diferent quantiles (such as the median or
the interquartile range) of the conditional distribution of the
response variable. Tis paper introduces the quantile loss
function incorporating the Huber norm [45], smoothing out
discontinuities at points where the predicted value equals the
true value.Tis ensures that the loss function is diferentiable
everywhere:

loss y, y
p

( 􏼁 �

y
p

− y( 􏼁
2

2ε
, |y

p
− y| ≤ ε,

| y
p

− y | − 0.5ε, |y
p

− y| > ε,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(19)

where y is the monitored defection data and yp is the
prediction; q is a quantile; and ε> 0 is a threshold that
determines the transition point between the quadratic and
linear parts of the Huber function.

4.2. Windowed NormalizedMutual Information for Anomaly
Detection. Beyond quantile thresholds, assessing the di-
vergence between anticipated and actual structural behav-
iors requires advanced statistical metrics. Mutual
information (MI) [46], grounded in entropy theory, sur-
passes conventional correlation measures by capturing
complex linear and nonlinear dependencies, ofering
a comprehensive statistical assessment without presuppos-
ing any specifc functional relationship between variables.

Input data for
normal conditions

Normalization

Training data include defection
and temporal encoding Monitoring data

BiLSTM

Abnomaly
detection

Expected behavior

Trained model

Incremental learning

CNN

TPA
AOA

No YesMaximum epoch

Figure 3: Framework for AOA-BiLSTM-TPA.

Subset 2

Subset 3

Subset 1

Historical

Subset 4

Subset 5

New

Random combination

Figure 4: Schematic diagram of the experience replay incremental learning strategy.
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Let X be the actual measured data and Y be the predicted
values based on our AOA-BiLSTM-TPA model. Te MI
between X and Y can be calculated as follows:

I(X, Y) � Bp(x, y)log2
p(x, y)

p(x) · p(y)
􏼠 􏼡 dx dy, (20)

where I(X, Y) is the mutual information; p(x, y) is the joint
probability density; and p(x) and p(y) are the marginal
probabilities. Te MI overcomes the randomness of indi-
vidual mutual information values, rendering it a de-
terministic quantity. When using a logarithm base of 2, the
unit of mutual information is expressed in bits.

To compute I(X, Y), one needs estimates for these joint
and marginal densities. Traditional histogram-based
methods are often prone to discretization errors. To over-
come this limitation, we use MKDE [47] based on a normal
kernel, a nonparametric method known for its accuracy in
estimating the probability density function p(x) of a ran-
dom variable:

p(x) �
1

N · h
d

􏽘

N

i�1
K

x − Xi

h
􏼒 􏼓, (21)

where K(·) is the normal kernel function; the kernel’s
bandwidth ℎ is optimized using a rule-of-thumb formula
tailored to adapt to the dimensionality d and sizeN of the data:

h �
4

d + 2
􏼒 􏼓

1/(d+4)

· N
−1/(d+4)

. (22)

To promptly identify anomalous behavior in structural
systems, we use a sliding window approach. Specifcally, we
calculate the MI between the actual measured defections
Xt−N+1, Xt−N, · · · , Xt􏼈 􏼉 and the predicted defections
Yt−N+1, Yt−N, · · · , Yt􏼈 􏼉 within each window. While setting
a large window size could delay the identifcation of
anomalies, a smaller window is susceptible to noise-induced
errors. Terefore, a window size of N� 24 hours is adopted,
which strikes a balance by allowing MI to capture more
information and enhancing its robustness.

However, MI inherently lacks a standardized range for
efective comparison. To make MI more interpretable and to
standardize its values, we utilize normalized MI (NMI) [48],
which is defned as follows:

λ �

����������

1 − e
−2I(X,Y)

􏽱

. (23)

Tewindowed-NMI (WNMI) value to a range allows for
easier comparison and interpretation, especially benefcial
for defection data with varying ranges and distributions.
When a predetermined NMI threshold is set, values falling
below this threshold are fagged as anomalies, facilitating
real-time monitoring and timely interventions.

5. Application to a Real-World Bridge

5.1. Introduction of the SHMSystem on aCable-Stayed Bridge.
Situated in the urban hub of Ningbo, China, the Ningbo
Bund Bridge spans an impressive 1,041meters and features
a unique architectural design. Te bridge’s most notable

elements include a 225-meter main span and a singular,
inclined triangular steel tower supported by four cable
planes. Te bridge’s design is longitudinally asymmetrical,
incorporating dual steel box girders linked by
transverse beams.

Defection in the main beam serves as a crucial indicator
of the bridge’s overall structural integrity, playing a pivotal
role in ensuring both its longevity and operational safety. To
maintain continuous surveillance of this key parameter,
multiple displacement sensors have been deployed along the
main span of the bridge. Operating at a sampling frequency
of 1Hz, these sensors continuously measure the relative
vertical defection values. Te spatial arrangement of these
measurement points, labeled PT1 through PT20, is depicted
in Figure 5.

5.2. Behavior Prediction. In this study, original defection
data collected over 62 days, from April 18 to June 19, 2020,
were averaged hourly to diminish the infuence of transient
efects. During the monitoring period, vertical wind speeds
ranged from −4.72 to 4.89m/s with an average of 0.09m/s,
and horizontal wind speeds varied from 0.00 to 12.21m/s
with an average of 1.97m/s. Te infuence of such variable
dynamic responses on statistically averaged defections was
considered negligible in our analysis. Moreover, as this study
primarily focuses on the utilization of temporal information,
only monitored defection data and their corresponding
timestamps were used, without incorporating additional
inputs such as temperature data that could further enhance
model performance. Te patterns of temperature-induced
defections were augmented through cyclic encoding, while
trafc-induced defection patterns were enhanced through
label encoding. Additionally, TPA is utilized to adjust the
weights attributed to these temporal patterns, enhancing
their impact on the model.

Considering that the method developed in this paper is
designed for a single sensor, it ensures fexibility and can be
implemented at any measurement location. Accordingly,
selecting sensors near locations where potential damage is
likely to occur is particularly valuable for anomaly detection.
According to the literature [49], the mid-span areas of the
large-span bridges studied are typically more susceptible to
issues such as down-warping and box girder cracking.
Terefore, three sensors located near the mid-span, spe-
cifcally PT6, PT9, and PT12, have been selected as the
subjects of this study. Tis selected dataset, visualized in
Figure 6, serves a dual purpose. Te data on the left side of
the dashed line include the initial 1,000 hourly defection
readings, forming the training set for model calibration. Te
remaining data serve as the test set to evaluate the proposed
predictive framework’s ability to accurately capture and
model the expected defection behaviors of the bridge.

Te AOA is used to fne-tune the number of hidden units
in BiLSTM architectures. Te hyperparameter search space
is defned to range from 1 to 100 hidden units. According to
the setting n� 10 in equation (13), the number of candidate
solutions is confgured as 10, indicating that AOA will
evaluate 10 diferent confgurations of hidden units at each
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iterative step. Te maximum number of iterations is set to 5.
After 5 iterations, as demonstrated in Figure 7, optimal
confgurations for three distinct datasets were successfully
determined, corresponding to the results at locations PT6,
PT9, and PT12. Te MSE was utilized as the objective
function for optimization. Based on the outcomes of the
optimization process, the optimal numbers of hidden units

for measured defections at locations PT6, PT9, and PT12
were identifed to be 32, 45, and 18, respectively. Sub-
sequently, using the framework with optimized parameters,
the hourly-averaged defection prediction results are pre-
sented in Figures 8–10, corresponding to the PT6, PT9, and
PT12 channels, respectively. Te predicted trends align well
with the actual measurements, most notably around the peak

PT1

PT2/PT3 PT4/PT5 PT6/PT7 PT8/PT9 PT10/PT11 PT12/PT13
PT15/PT16 PT18/PT19

PT20

PT14
PT17

(a)
PT3/PT5/PT7/PT9/PT11

/PT13/PT16/PT19
PT1/PT2/PT4/PT8/PT10/PT12
/PT14/PT15/PT17/PT18/PT20

(b)

Figure 5: Spatial confguration of sensor arrays on the main beam: (a) schematic distribution of monitored sections; (b) detailed sensor
placement within each section.
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Figure 6: Hourly-averaged defection measurements for selected channels: PT6, PT9, and PT12.
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defection values.Te substantial congruence in these critical
regions serves as empirical validation that the model has
successfully internalized the anticipated structural
behaviors.

5.3. Result Analysis. To assess the performance enhance-
ment attributed to the encoding techniques used in this
study, a control experiment was conducted with PT9 data.
Te performance of four model variations was compared:
the proposed method, which incorporates both types of
encodings; Benchmark 1, an AOA-BiLSTM-TPA model
without any encoding; Benchmark 2, an AOA-
BiLSTM-TPA model with only cyclic encoding; and
Benchmark 3, an AOA-BiLSTM-TPA model that includes
temperature data but no other encodings (temperature data
inputs are depicted in Figure 11). Te results, presented in
Figure 12, indicate that methods integrating time encoding
(the proposed method and Benchmark 2) and those adding
temperature inputs align well with the measured data. In
contrast, the model without any encoding (Benchmark 1)
shows slightly poorer consistency. Table 1 presents the
accuracy metrics averaged over 10 iterations for each
method. Further analysis demonstrates that the proposed
method signifcantly outperforms Benchmark 1 and holds
a slight edge over Benchmark 2, which lacks label encoding
for trafc-induced defections. Tis suggests that label
encoding efectively improves prediction accuracy, although
the enhancement is modest. In practical applications, more
detailed encoding might be needed, depending on local
trafc conditions. Moreover, the proposed method and
Benchmark 3, which includes additional temperature input,
display varying accuracy metrics: the R2 and RMSE are
lower than those of Benchmark 3, and the MAE of the
proposed method is smaller. Te authors speculate that the
inclusion of temperature information may enable more
accurate predictions under specifc conditions, such as
extreme weather, accounting for the superior R2 and RMSE
performance of Benchmark 3. Nonetheless, the lower MAE
suggests that the integration of time encoding with the TPA
architecture has enabled the deep learning model to more
efectively capture defection evolution patterns, thus
slightly reducing average errors. Tis indicates that cyclical
temperature patterns are efectively captured through time
encoding, even in the absence of direct temperature inputs,
highlighting the crucial role of temporal information in
enhancing predictive accuracy and compensating for the
lack of direct environmental data.

To further evaluate the performance of the proposed
framework, we conducted comparative analyses with several
methods, including commonly used machine learning
techniques such as support vector regression (SVR) [23] and
Gaussian process regression (GPR) [50], as well as two state-
of-the-art approaches: BiLSTM with self-attention
(BiLSTM-SA) [51] and BiLSTM using standard multihead
self-attention with Softmax (BiLSTM-MA) [52]. For fair-
ness, all methods utilized AOA for hyperparameter opti-
mization. Specifcally, the hyperparameter tuning for SVR
focused on the radial basis function (RBF) kernel

parameters; for GPR, the length scale parameter was opti-
mized; for BiLSTM-SA and BiLSTM-MA, the inputs are the
same as the proposed method, that is, defection data and
temporal encodings, and optimization was conducted on the
number of hidden units, with the number of heads in
BiLSTM-MA set to 3. Tese comparisons were made on the
same three datasets corresponding to channels PT6, PT9,
and PT12, with the results illustrated in Figures 13–15.
Additionally, the accuracy metrics, including RMSE, MAE,
and R2, averaged over 10 iterations for each method, are
presented in Tables 2–4 for the three datasets. It is observed
that in terms of RMSE and MAE, the proposed method
outperformed other approaches across all three channels,
indicating the smallest prediction errors. Additionally, the
R2 value is the highest among all methods, demonstrating
the superior ft of the proposed framework with the actual
measurements. Unlike the self-attention and multihead self-
attention mechanisms that compute attention weights to
select information relevant to the current timestep, the
advantage of TPA lies in its ability to calculate these weights
to identify important temporal patterns associated with the
current timestep. Terefore, when combined with temporal
encoding, TPA provides the model with more efective
information conducive to learning. Notably, given the
simplicity of the defection data, the more complex multi-
head attention mechanism underperformed compared to
self-attention and TPA. Tis indicates that for simpler tasks
or datasets, more complex mechanisms can lead to over-
ftting and reduced accuracy. It is important to note that the
focus of this paper is to explore the application of temporal
information in data-driven prediction of bridge defection.
Consequently, only defection data and corresponding time
encodings are used as inputs. Terefore, the model does not
incorporate physical constraints through prior knowledge
from physics-based modeling.

5.4. Anomaly Detection. Te quantile loss function is in-
corporated into the proposed methodology, defning a safety
margin based on the 1st and 99th percentile predictions. Te
predictive intervals, illustrated in Figures 16–18, correspond
to the monitoring data from locations PT6, PT9, and PT12,
respectively. It is noteworthy that the measurements con-
sistently reside within the expected margins. Tis expected
range can be utilized to detect aberrant mutations, typically
in extreme conditions such as signifcant structural damage
caused by typhoons, resulting in sudden changes in de-
fection. Tese mutations can have a lasting impact on
subsequent defections. However, such anomalous mutation
values can be fltered out if they do not persist. Tese
mutation issues are inevitable in all health monitoring
systems.

Although the expected range based on quantiles aids in
detecting point anomalies, it is not sensitive to slow vari-
ations in structures. Terefore, this paper uses a strategy
rooted in the WNMI index to complement the expected
range-based method. Tis dual-methodology surveillance
ensures a comprehensive anomaly detection system. As
shown in Figures 19–21, the persistently high values of the
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Figure 7: Determination of the optimal hyperparameter utilizing AOA for the dataset at PT6 (a), PT9 (b), and PT12 (c).
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10 Structural Control and Health Monitoring



WNMI index indicate a strong consistency between the
expected and actual behavior trends of the structure. Given
the observed high levels of theWNMI index (exceeding 0.9),
this paper sets the WNMI threshold at 0.8 to balance sen-
sitivity and robustness.

To further assess the anomaly detection capabilities of
the proposed method, two sets of targeted simulation ex-
periments were designed. Considering the high sensitivity of
mid-span defections to structural damages [53], which are
often induced by issues such as down-warping and beam
cracking typically occurring at the mid-span of structures,
the PT12 located at the mid-span was selected as the subject
of study. Te experiments were structured as follows: (1)
Extreme conditions, such as typhoon-induced bearing dis-
placement, can cause abrupt changes in defection, with
these changes afecting subsequent defections. Tis scenario
serves to validate the anomaly detection method based on
expected ranges. Tus, at the 1425th hour of the dataset,
a gradual, abrupt increase of 2mm was introduced,

increasing by 0.2mm per hour, to simulate an anomaly as
shown in Figure 22.Tis increase is usually more signifcant.
(2) Following the appearance of transverse cracks in the
mid-span bottom plate, they typically develop rapidly [54],
leading to a decrease in the stifness of the beam. Addi-
tionally, the geometric deformations caused by the cracks
themselves result in mid-span down-warping. Tis stifness
reduction results in increased defection fuctuations. To
simulate these fuctuations, Gaussian noise with a mean of
0 and a standard deviation of 0.2mm is introduced at
1420 hours. Furthermore, to represent the progressive
mid-span down-warping due to the cracks, a gradual in-
crease of 0.01mm per hour, starting from an initial value of
0 at 1420 hours, is implemented (see Figure 23).

Te results of outlier anomaly detection based on the
expected range are illustrated in Figure 22. Notably, an
anomaly is marked at the 1450th hour, and the subsequent
hour, 1451, is also identifed as anomalous. Since the pre-
dictive model adjusts its forecasts based on observed data,
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Figure 9: Predicted and measured hourly-averaged defections at PT9.
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Figure 10: Predicted and measured hourly-averaged defections at PT12.
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including outlier values, and uses incremental learning for
online updates, it identifes anomalies only at the moments
of abrupt changes. Further analysis can be based on the
average defection level: if there are no signifcant changes,
the structure is presumed normal; however, signifcant
deviations suggest potential structural issues, requiring
further inspection or repairs.

Te prediction results for the anomalous data in simulation
(2) are shown in Figure 23. Increased fuctuations following the
anomaly lead to deviations between the expected structural
behavior and the actual measurements. Additionally, the
anomaly detection results based on theWNMI index, as seen in
Figure 23, efectively identify the trend variability postanomaly,
which is signifcantly below the threshold of 0.8. Furthermore,
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Figure 12: Comparative results of AOA-BiLSTM-TPA models with diferent inputs at PT9.
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Figure 11: Hourly-averaged defection and temperature measurements at PT9.

Table 1: Accuracy metrics of AOA-BiLSTM-TPA models with diferent inputs at PT9.

Metrics Proposed Benchmark 1 Benchmark 2 Benchmark 3
RMSE 0.1473 0.2238 0.1488 0.1329
MAE 0.1093 0.1794 0.1201 0.1155
R2 0.9842 0.9561 0.9837 0.9855
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Figure 13: Comparative results of hourly-averaged defection predictions at PT6 across diferent methods.
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Figure 14: Comparative results of hourly-averaged defection predictions at PT9 across diferent methods.
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Figure 15: Comparative results of hourly-averaged defection predictions at PT12 across diferent methods.
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subsequent WNMI indices display markedly denser fuctua-
tions, difering from previous patterns. Tese results demon-
strate that the proposedmethod is highly sensitive to variations

in structural behavior trends, ofering potential applications in
detecting trend variations in defection due to decreased
stifness.

Table 2: Comparison of RMSEs, MAEs, and R2 of defection prediction at PT6 using diferent methods.

Metrics Proposed SVR GPR BiLSTM-SA BiLSTM-MA
RMSE 0. 550 0.2722 0.2664 0.1721 0.1716
MAE 0. 383 0.1932 0.1994 0.1427 0.1541
R2 0.98 2 0.9438 0.9462 0.9785 0.9779
Te bold values in Table 2 indicate the best performance metrics among the compared methods for each evaluation criterion.

Table 3: Comparison of RMSEs, MAEs, and R2 of defection prediction at PT9 using diferent methods.

Metrics Proposed SVR GPR BiLSTM-SA BiLSTM-MA
RMSE 0. 473 0.2684 0.2479 0.1503 0.1482
MAE 0. 093 0.1852 0.1833 0.1260 0.1138
R2 0.9842 0.9440 0.9516 0.9798 0.9819
Te bold values in Table 3 indicate the best performance metrics among the compared methods for each evaluation criterion.

Table 4: Comparison of RMSEs, MAEs, and R2 of defection prediction at PT12 using diferent methods.

Metrics Proposed SVR GPR BiLSTM-SA BiLSTM-MA
RMSE 0.0542 0.1349 0.1305 0.0557 0.0601
MAE 0.0278 0.0935 0.0927 0.0325 0.0380
R2 0.9878 0.9291 0.9337 0.9827 0.9810
Te bold values in Table 4 represent the best performance metrics among the compared methods for each evaluation criterion.
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Figure 16: Prediction intervals with a safety margin based on the 1st and 99th percentile predictions at PT6.

14 Structural Control and Health Monitoring



1050 1100 1150 1200 1250
Time (h)

40

41

42

43

44

45

D
ef

le
ct

io
n 

(m
m

)

1300 1350 1400 1450 1500

Measured defection
AOA-BiLSTM-TPA prediction
Prediction interval

Figure 18: Prediction intervals with a safety margin based on the 1st and 99th percentile predictions at PT12.
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Figure 19: WNMI indices at PT6.
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Figure 21: WNMI indices at PT12.
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Figure 22: Simulation of abrupt anomalies under extreme conditions (a) and anomaly detection results based on the expected range (b).
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Figure 20: WNMI indices at PT9.
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6. Conclusions

Tis study presents an innovative framework for real-time
anomaly detection in operational bridge defections. Using
cyclic encoding, 24-hour timestamps are represented as
points on a circle to enhance the capture of temperature-
induced defection behaviors. Label encoding is applied to
encode morning rush hours (Beijing time 07:00–09:00) and
evening rush hours (Beijing time 15:00–19:00) to improve
learning of trafc-induced defection patterns. Tese tem-
poral patterns are learned through the integration of
a BiLSTMmodel with the TPAmechanism. Based on this, an
incremental learning strategy using experience replay is
applied, allowing the model to update in real time. Te
selection of hyperparameters is enhanced by the AOA
method, improving the objectivity and accuracy of these
parameters. Another innovative aspect is the dual-strategy

approach to anomaly detection, which increases robustness:
the quantile loss function provides an expected range for
defection to identify isolated irregularities, and trend var-
iability is detected using the MKDE-based WNMI.

Te efcacy of the proposed model was validated using
measurement data of defections from three channels of an
operational cable-stayed bridge. Te model demonstrated
superior performance in capturing defection patterns that
vary with time. When compared to several alternative
methods, including SVR, GPR, BiLSTM with self-attention,
and BiLSTM with multihead attention, the proposed model
yielded the highest accuracy across all three datasets. Te
determination coefcients (R2) for all three sets exceeded
0.98, indicating excellent agreement between the predicted
and actual defection data. Te efcacy of the proposed
anomaly detection method was further validated through
two simulation experiments. Te frst simulation tested the

40

41

42

D
ef

le
ct

io
n 

(m
m

)

43

44

45

1050 1100 1150 1200 1250 1300 1350 1400 1450 1500
Time (h)

Original measured deflection
Synthetic anomaly data
Anomaly start

(a)

44.5

44

43.5

43

42.5

42

D
ef

ec
tio

n 
(m

m
)

41.5

41

40.5
1050 1100 1150 1200 1250

Time (h)
1300 1350 1400 1450 1500

Measured defection
AOA-BiLSTM-TPA prediction

(b)

1050 1100 1150 1200 1250 1300 1350 1400 1450 1500
Time (h)

Real-time WNMI
Anomaly detection threshold

0.7

0.75

0.8

0.85

0.9

0.95

1

N
M

I

(c)

Figure 23: Simulation of increased fuctuations (due to decreased stifness) and mid-span down-warping (a); prediction results at PT12 (b);
WNMI indices for anomaly detection at PT12 (c).
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method’s ability to detect sudden defection changes under
extreme conditions and accurately identifed anomalies
using expected range-based analysis. Te second simulation
assessed defection trend variability caused by decreased
structural stifness, with anomalies detected using the
WNMI index.

Tese fndings highlight the critical role of the time
dimension in providing key insights for anomaly detection
in SHM. To emphasize this, the current study used only
monitored defection and its corresponding temporal data as
inputs. Future research will expand the model’s robustness
by incorporating additional physical parameters. Addi-
tionally, there is a need to integrate physical constraints with
data-driven methods through physics-based modeling, such
as incorporating the temperature-displacement relationship
(TDR) into the model, to enhance its accuracy and
interpretability.
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