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Te condition assessment of reinforced concrete (RC) bridge piers after an earthquake using measured responses is important for
ensuring the safety of road and railway users. Te problem is nonlinear, and the locations and extents of damages are various.
However, previous research works focused on linear structural identifcation or model updating assuming a limited number of
nonlinear materials for reasonable estimates. Leveraging the ability of deep learning (DL) for robustly estimating a large number
of unknown parameters, this study proposes an ALL nonlinear spring multi-degree-of-freedom (MDOF) damage identifcation
algorithm based on a physics-informed neural network (PINN). Te algorithm is applied to a stacked bilinear rotational spring
and damper model of a pier. Te number of unknown parameters reaches about 50. Te errors of estimated elastic stifnesses,
damping coefcients, and ductility factors (DFs) using simulated responses added with noises are 0.4%, 0.6%, and 3.1%, re-
spectively. Using full-scale RC bridge pier shaking table experiments, the algorithm revealed the distributions of elastic stifnesses
and DFs along the pier height and their deteriorations. Te efects of diferent types of local damages are quantitatively evaluated
and visualized on the distributions.

1. Introduction

Ensuring the safety of transportation infrastructures in
hazards is essential for evacuation and following restoration.
Also, to efciently rehabilitate enormous amounts of in-
frastructures, monitoring and evaluating the conditions are
key steps.

Tis study focuses on reinforced concrete (RC) bridge
piers after seismic events. RC bridge piers are prevailing and
critical components for road and railway bridges. Many east
and middle east Asian, American, and African countries
have recently sufered from large earthquakes such as
Tohoku earthquake in 2011, Nepal earthquake in 2015, and
Turkey-Syria earthquake in 2023 to name a few, causing
devastating collapses of structures [1, 2].

A lesson from Kobe (Great Hanshin) earthquake in 1995
is that there are two types of failure modes in RC bridge

piers, i.e., shear and fexural failure. Shear failure is dan-
gerous because it is not redundant. Tis lesson has been
refected in the Japanese standard design [3].

Even though a fexure-dominant behavior is assumed,
the problem is nonlinear, and the locations and extents of
damages are various depending on the dynamic charac-
teristics of piers and input ground motions. For example,
a typical local damage is spalling of concrete in the bottom of
a pier just above the foundation. Te spalling can spread in
horizontal and height directions. Cracks can occur anywhere
in the pier and progress during the seismic event. Rebars
around the spalling and cracks may yield and be debonded.
Tis study does not target long-term deteriorations, e.g.,
corrosion of rebars, defciency of bearings, and scouring.
However, this study considers stifnesses. Terefore, the
current condition of the pier is refected in the estimated
stifnesses.
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Tere have been large advancements in dynamic
monitoring methods and computational environments. For
example, a wireless multihop accelerometer network enables
dense monitoring of large structures [4]. Image analysis by
deep learning (DL), sampling-moire, 8k cameras, and ter-
restrial laser scanner (TLS) processing algorithms ofer high-
resolution displacement data [5–9]. Strain can be also es-
timated [10]. With the advent of DL technologies, big data
can be analyzed by neural networks (NNs) using the graphic
processing unit (GPU) [11, 12]. GPUs are also applied to
computationally intensive simulations. However, in the
opinion of the authors, these dense monitoring data and
efcient analysis methods are not fully utilized in structural
identifcation.

Te motivation of this study is to localize and quantify
deteriorations in a bridge pier by estimating dynamic
properties using measured seismic responses. Linear or
a small number of nonlinear materials are not enough to
realize this motivation. Te novelty of this study is the
damage identifcation of an ALL nonlinear spring and
damper multi-degree-of-freedom (MDOF) system by
a proposed physics-informed neural network (PINN) in-
verse analysis scheme. Multiple physical quantities are
considered as measurement data. Te maximum number of
unknown parameters is 48. To the best of the authors’
knowledge, the problem is the most challenging among the
previous research works, resulting in the abandonment of
traditional modal and machine learning (ML) methods and
proposal of the PINN-basedmethod.Tis point is detailed in
the following section.

Te outline of this article is as follows: Section 2 is a lit-
erature review related to RC bridge pier evaluation and PINN.
Section 3 summarizes a problem setting showing an assumed
dynamic model, and Section 4 proposes the algorithm.
Section 5 explains a simulation case and characteristic features
of simulated responses. Section 6 validates the algorithm and
conducts parametric studies using simulations. Section 7
validates the algorithm using the measured responses of full-
scale shaking table experiments. Section 8 summarizes the
contributions of this study and discusses limitations for future
work. Section 9 concludes the article.

2. Literature Review and Contributions

Tis section discusses three aspects related to the dynamic
analysis of RC bridge piers: structural identifcation and
damage evaluation algorithms for piers and piers with other
structural components, state-of-the-art inverse analysis by
PINN, and dynamic characteristics and modelling of RC
piers. A dynamic model is important because it is in-
corporated into the proposed PINN damage identifcation
algorithm.

Te classic of modal identifcation, natural excitation
technique, and eigensystem realization algorithm (NExT-
ERA) was introduced by Caicedo et al. based on matrix
decomposition techniques [13]. Chang and Pakzad modifed
NExT to apply to stochastic data [14]. Siringoringo and
Fujino applied system realization using the information
matrix (SRIM), one of the system identifcation schemes to

seismic records of cable-stayed bridges [15]. Loh and Lee
applied a local structure system identifcation method to the
measurement data of a multispan pier-deck system to
evaluate detailed dynamic properties of the bridge com-
ponents [16]. Tese algorithms are robust to measurement
noises. However, they are limited to a linear problem in their
nature.

Another approach is a frequency-domain method.
Chaudhary et al. adopted a loss function based on a natural
frequency and damping factor [17]. Dynamic properties
were estimated by minimizing the loss function using
a thorough search with assumed parameter ranges.
Chaudhary et al. applied the algorithm to a soil-structure
interaction problem [18]. Yoshida et al. estimated the dy-
namic properties of a single-degree-of-freedom (SDOF)
mass-spring-damper system using viaduct responses in
Kobe earthquake [19]. Te gap of a transfer function was
minimized. Frequency-domain methods also assume that
a target problem is linear.

For considering nonlinear structural identifcation, the
number of unknown parameters should be limited to obtain
reasonable solutions. Huang et al. estimated nonlinear dy-
namic properties of an isolation system between a deck and
pier using a gradient descent approach [20]. Ebrahimian
et al. also applied a gradient descent algorithm for estimating
nonlinear material parameters from responses [21]. Tey
assumed a multistory building with column and beam two
material parameter sets. In noisy environments, the errors of
the converged parameters were a few tens percent.

Kalman flter (KF) approaches are related to this study in
that they are applicable to nonlinear problems, and the
dynamics of a system and measurement data are simulta-
neously considered. Chatzis et al. applied an unscented KF to
estimate modal parameters of a multistory building speci-
men [22]. Yang et al. adopted an extended KF to estimate
two stifnesses and damping factors of a pier-pile-soil in-
teraction system [23]. Te later work considered the varying
features of the stifnesses. However, no nonlinear hysteretic
model was discussed. Furthermore, there were up to 50%
gaps between target and estimated parameters and the same
amounts of fuctuations until they converged. DL has an
advantage in estimating a large number of unknown
parameters.

To open a new horizon of structural identifcation, the
authors focus on a PINN for inverse analysis. Milestone
achievements by Raissi et al. and Jagtap et al. were PINNs for
forward and inverse analysis of nonlinear fuid partial dif-
ferential equations [24–26]. Haghighat et al. applied a PINN
inverse analysis scheme to perforated plate stress re-
production [27]. Tese research works estimated parameters
of governing equations and distributions of responses with
limited training data samples. In terms of response re-
production, Li et al. applied a PINN to a simple beam [28].
Zhang et al. considered a nonlinear frame structure [29].
PINN is novel; there is no example of structural identif-
cation except for simple components such as a beam and
plate. Tis study formulates a nonlinear MDOF RC bridge
pier damage identifcation problem based on PINN from
scratch.
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Diferent strategies can be adopted if the damage evalua-
tions of piers are only targeted. A recent trend is the application
of machine learning (ML) and DL to the damage predictions of
structures. Todorov and Muntasir Billah proposed a ML-based
algorithm to correlate conditions such as concrete spalling and
rebar buckling with input ground motions [30]. Achieved R2

was 0.5–0.7, implying the difculty of the problem. Fernandez-
Navamuel et al. trained an NN using the fnite element method
(FEM) to predict the severity of deck elements provided by
dynamic responses [31]. Anastasopoulos et al. proposed a re-
gression model for predicting responses using input seismic
intensity measures [32]. Ahmadi et al. proposed an anomaly
detection algorithm based on short-time Fourier transform
(STFT) for identifying damaged piers in a bridge [33]. In some
of these approaches, the applicability and robustness of the
developed algorithms to other bridges were not clear. Fur-
thermore, the interpretation of the severity output by the al-
gorithms was needed for practical application.

To realize the PINN, the appropriate modelling of
a nonlinear RC bridge pier behavior is essential. Insights on
modelling nonlinear hysteretic curves of structures are
summarized in [34, 35]. Kim et al. developed an analytical
nonlinear RC pier model to correlate the local deteriorations
of materials and responses of the whole structure [36]. Oller
and Barbat incorporated a damage model into an RC pier
section model for accurate moment-curvature analysis [37].

Tis study adopts the simplest bilinear hysteresis model
with elastic and second stifnesses and a yield point. Tis is
because the model can reproduce nonlinear local damages
with the minimum number of unknown parameters. Typical
RC piers show complicated skeleton curves such as trilinear
and modifed Takeda models. Te application of other
models is left for future work.

Te modelling of this study is inspired by [38–40], which
proposed pier and foundation pile models combining sway-
rock springs between lumped masses. To reproduce a fexure
behavior of a pier, this study adopts a link model with
rocking springs and dampers between lumped masses in-
stead of a frame model. Te reason is detailed in the fol-
lowing section. Okada et al. approximated Japanese standard
RC bridge piers using sway-rockmodels [40].Tey indicated
that pier and pile horizontal spring stifnesses are
1 · 108-1 · 109 N/m. Considering a 1-2m height component,
equivalent rotational stifnesses are around 1 · 109 N. Tis
value is referred in Section 5–7.

Te concept of the damage identifcation method pro-
posed in this study is novel which is motivated from the
previous research works on PINN. Te frst contribution is
that PINN equations for a nonlinear MDOF RC bridge pier
dynamic model are derived. A damage identifcation scheme
is developed using a deep NN, measured responses, loss
function, and dynamic parameter update rules (Section 3
and 4). Te second contribution is that the proposed PINN
algorithm is validated using simulated responses added with
noises. Te robustness of the algorithm to the number of
measurement data points, noises, and ground motions is
demonstrated. Te efects of NN parameters and required
physical quantities are discussed for practical application
(Sections 5 and 6).

Besides simulations, to demonstrate the applicability of
the algorithm, experimental data are important. Sideris et al.
developed a 1 : 2.4 pier-deck specimen to confrm the be-
havior of the system under diferent seismic excitations [41].
Chen et al. developed a 1/7-scale tall-height pier specimen
considered in mountainous areas in China [42]. Kang et al.
developed a pier-deck specimen to evaluate the performance
of a high-speed railway bridge [43].

Tis study adopts experimental data publicly ofered by
Kawashima et al. [44].Te unique feature of this experiment,
called E-Defense, is full-scale shaking table tests using an RC
bridge pier following the recent Japanese standard (Fig-
ure 1). A Kobe earthquake seismic wave was applied to the
specimen. Controlled excitors and supporting facilities were
developed. Accelerations, velocities, displacements, and
movies were obtained with a detailed damage inspection
report. Related to E-Defense, Takahashi and Kobayashi
evaluated the statistical variations of 16 RC bridge pier
specimens [45].

Te third contribution is that the algorithm is applied to
full-scale RC bridge pier shaking table experiment data. Te
algorithm can output the distributions of elastic stifnesses
and ductility factors (DFs) in a pier height direction. In-
spection results are related to these indices to demonstrate
the ability of the algorithm for evaluating diferent types of
local damages (Section 7).

Other important aspects which should be discussed are
as follows: probabilistic approaches are another trend in
structural engineering, which are intended for the accurate
prediction of pier performances. Karim and Yamazaki de-
veloped fragility curves based on simulation results changing
input seismic excitations [46]. Dhakal et al. designed input
acceleration spectra to predict possible ranges of displace-
ments [47]. NN can be easily advanced to a probabilistic
model adopting a Bayesian approach [48]. Roy et al. com-
pared the behaviors of pier simulation models with unidi-
rectional and bidirectional shaking inputs [49].
Unidirectional analysis is valid considering a principal di-
rection. On the other hand, there is a possibility that three-
dimensional (3D) distributions of damages may be esti-
mated utilizing bidirectional responses obtained at multiple
measurement points in horizontal sections. Tese directions
remain as promising future work.

3. Dynamic Model and Solver

Tis section discusses a dynamic model assumed in the
PINN and simulations. PINN is applicable to any physical
problems changing the assumed model. Inverse analysis by
PINN is a process to balance fdelity to the measured re-
sponses and dynamic model. Te parameters of the model
are updated as much as possible to approximate responses.
Terefore, the model should be precise enough to reproduce
the responses with fewer parameters.

Previous link models are limited to linear systems
[38–40]. Nonlinear MDOF systems are rarely discussed
possibly because of the complexity of the systems.Terefore,
equations are derived here, and characteristic features are
discussed in Section 5.
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3.1.DynamicModel. Figure 2(a) summarizes the model. Te
model consists of N-lumped masses connected with N

rotational springs and N rotational viscous dampers. In
order to model a fexure behavior, only rotational springs are
assumed. Shear springs and shear dampers can be also in-
troduced. If a frame element with Young’s modulus E,
moment of inertia I, and length h is assumed, equivalent
rotational stifness k is written as follows:

k �
EI
h

. (1)

Terefore, the link and frame models are equivalent. Te
two reasons for adopting the link model are to reduce the
number of the parameters and to clarify that the problem
addressed by the PINN is the reproduction of discrete re-
sponses and optimization of discrete parameters using
a mass-spring-damper system.

Te model assumes that the foundation is fxed to the
ground. It was reported that certain combinations of soil and
pile dynamic characteristics caused large sway-rocking
motions of foundations and piles [50, 51]. Tey are ig-
nored in this study for simplicity. Te ground is subjected to
horizontal excitation acceleration €xe. Te foundation can be
fxed assuming that inertial force Fn is applied to each mass
mn:

Fn � −mn€xe. (2)

To apply this assumption, the acceleration of the
foundation should be measured. Measurement data should
be relative responses, or foundation responses should be
subtracted from the measurement data. Te discussion here
is considering the relative responses between each mass and
the foundation.

Foundation

(fixed to shaking table)

weightsdecks

support support

pier

bearings 
(fixed)

(a) (b)

Figure 1: E-defense RC bridge pier specimen from [43]. (a) Schematic of the pier. (b) Photo. Loads of discontinuous decks and weights are
transferred to the pier via fxed bearings. Te foundation is fxed to the shaking table.

foundation
(fixed)

rotational
spring k1

rotational
damper c1

pier lumped 
mass m1

deck + 
pier top mN

height h1

(a)

(b)

(c)

FN

kN cN hN

xn

xn–1mN–1

m2F2

k2

kn1

kn2

fyn

c2
h2

fn

FN–1

θyn θn

θn

Inertial force
F1 = –m1 ∙ xe¨

Figure 2: Schematic of the dynamic model. (a) Link model with
lumped masses and rotational springs and dampers. (b) Dis-
placements of masses and angles of springs. Note that responses are
displacements, while the behaviors of springs are described with
angles. (c) Nonlinear spring characterized with two stifnesses and
a yield moment. Hysteretic curves are constrained by skeleton
curves with the nonlinear parameters.
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Te pier above the foundation is divided into multiple
masses according to measurement points. Any division is
possible in the PINN though it may increase the difculty.
Te displacements of masses in a height direction are as-
sumed to be small. Te deck and portion of the pier top are
approximated to one mass because our target is not
a bearing. However, bearings have diferent dynamic
characteristics. Tis fact afects the top stifness kN as will be
discussed in Section 7.

Te rotations of springs cause horizontal motions of
masses (Figure 2(b)). Te inclination of the pier accumulates
in the upper part of the pier.Te angle of each spring θn from
an equilibrium state is formulated using displacement of
each mass xn and height of each spring connecting two
masses hn:

θ1 �
x1

h1
, (3)

θ2 �
x2 − x1( 􏼁

h2
−

x1

h1
, (4)

θn �
xn − xn−1( 􏼁

hn

−
xn−1 − xn−2( 􏼁

hn−1
(3≤ n≤N), (5)

xn and θn are the responses of the n-th mass and n-th spring.
In this article, a bold character means that n states of all the
masses are aligned in a vector. Displacements and angles of
the pier are represented by x and θ. Tis displacement-angle
relationship is important because what we can observe is x,
while the nonlinearity of springs is defned with θ.

Te restoring moment fn of the spring assuming yield
moment fyn, yield angle θyn, elastic (frst) rotational stifness
k1

n, and second (plastic) rotational stifness k2
n is described as

follows (Figure 2(c)):

f
1
n � k

1
nθn, (6)

f
2
n � k

2
n θn − θyn􏼐 􏼑 + fyn, (7)

fn � median −f
2
n, f

1
n, f

2
n􏽨 􏽩􏼐 􏼑. (8)

Note that kn is not a shear but a rotational spring
stifness.Tis nonlinear modelling is the same as an ordinary
bilinear shear spring [34, 35]. fn is bounded by a skeleton
curve defned by fyn. At any θn, |fn| should not exceed |f2

n|.
Tis model is elastic inside the boundary and plastic on the
boundary. fyn determines whether the spring is in linear or

nonlinear ranges at given time t. k2
n is typically one digit

smaller than k1
n.

As a summary, response set T consists of displacement x,
velocity _x, acceleration €x, and restoring moment f at each
time t and all n. T is a matrix (€x(t), _x(t), x(t), f(t)). Viscous
damping cn is considered for an angular velocity. Te pa-
rameter set K to be optimized is K � (k1, k2, fy, c).

3.2. Governing Equations. Tis subsection derives governing
equations. Typical PINNs have boundary conditions (BCs,
[24–26]). BCs Tb for T can be considered by minimizing
􏽐n,t|T − Tb|2 in a PINN loss function. In this study, because
there are many loss terms, the BCs are included in the
governing equations for simplicity. For example, the
foundation should be fxed. Displacement of the foundation
x0 � 0. Tis condition is included in equation (3) assuming
θ1 � (x1 − x0)/h1. Tis approach is diferent from mini-
mizing 􏽐n,t|T − Tb|2 because the latter does not necessarily
follow the BCs. Tis study assumes that the BCs are fun-
damental and exactly satisfed. Measured responses are
incorporated into the loss function in the previous and these
studies. Terefore, the responses are also considered as types
of BCs in the context of PINN.

Governing equations of the model in Figure 2(a) can be
derived by considering the equilibrium of moments at each
mass. Tis study uses a Euler–Lagrange equation for simple
derivation [52, 53]. Te results are the same as those derived
from the equilibrium of moments. Kinetic energy TE and
potential energy UE of masses, springs, and dampers are
written as follows:

TE � 􏽘
n

1
2
mn _xn( 􏼁

2
+
1
2
cn

_θn􏼐 􏼑
2

􏼚 􏼛, (9)

UE � 􏽘
n

1
2
kn θn( 􏼁

2
. (10)

Using Lagrangian LE � TE − UE and an inertial force on
each mass caused by a seismic wave Fn, the Euler–Lagrange
equation is written as follows:

d

dt
zLE

z _xn

􏼠 􏼡 −
zLE

zxn

� Fn. (11)

Detailed derivation is skipped for brevity. Using equa-
tions (3)–(11), the governing equation is derived below in
a similar formula as an MDOF equation of motion:
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M€x + C _x + Rf � F. (12) Te mass matrix M, damping matrix C, and restoring
moment conversion matrix R are defned in the following
equations:

M � diag m1, m2, . . . mN( 􏼁, (13)

C �

1
h1

􏼠 􏼡

2

c1 +
1
h1

+
1
h2

􏼠 􏼡

2

c2 +
1
h2

􏼠 􏼡

2

c2 −
1
h2

1
h1

+
1
h2

􏼠 􏼡c2 −
1
h2

1
h2

+
1
h3

􏼠 􏼡c3
1
h2

1
h3

c3 0 · · · 0

−
1
h2

1
h1

+
1
h2

􏼠 􏼡c2 −
1
h2

1
h2

+
1
h3

􏼠 􏼡c3
1
h2

􏼠 􏼡

2

c2 +
1
h2

+
1
h3

􏼠 􏼡

2

c3 +
1
h3

􏼠 􏼡

2

c3 −
1
h3

1
h2

+
1
h3

􏼠 􏼡c3 −
1
h3

1
h3

+
1
h4

􏼠 􏼡c4
1
h3

1
h4

c4 0 · · · 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮

0 · · · 0 0
1

hN−1

1
hN

cN −
1

hN

1
hN−1

+
1

hN

􏼠 􏼡cN

1
hN

􏼠 􏼡

2

cN

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(14)

R �

1
h1

−
1
h1

+
1
h2

􏼠 􏼡
1
h2

0 · · · 0

0
1
h2

−
1
h1

+
1
h2

􏼠 􏼡
1
h3

0 · · · 0

⋮

0

⋮

· · ·

⋱

0

⋮

1
h3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (15)

Equation (14) seems complicated. Actually, the calcu-
lation of Rf in equation (12) is most complicated because
equations (3)–(8) should be considered for converting x to f .
If there are shear springs and shear dampers, terms are
added to the left side of equation (12).

3.3. Solver. In the PINN, a solver is incorporated into the
loss function. Also, simulations are utilized in this study.
Terefore, this subsection describes the solver for calculating
the responses of equations (12)–(15).

Equations (12)–(15) describe the governing equations,
and equations (3)–(8) are related to the nonlinear material
properties of the springs. Tere are some algorithms to solve
nonlinear partial diferential equations such as the Run-
ge–Kutta method and the central diference scheme [54, 55].
Tis study applies the Newmark-β method as one of the
most typical solvers in structural engineering. Tis study
adopts the linear acceleration method (c � 1/2 and β � 1/6).
Accelerations, velocities, and displacements at t are esti-
mated using the three responses at t − dt:

€x(t) � M +
dt
2

C􏼠 􏼡

− 1

∗ −MF(t) − Rf(t) − C( _x(t − dt) +
dt
2

€x(t − dt)􏼨 􏼩, (16)

_x(t) � _x(t − dt) +
dt
2

(€x(t − dt) + €x(t)), (17)

x(t) � x(t − dt) +
dt
2

_x(t − dt) +
(dt)2

3
€x(t − dt) +

(dt)2

6
€x(t). (18)

Two problems in applying the Newmark-β method are the
estimation of f(t) and determination of dt. €x(t) is estimated
using f(t) via equation (16). f(t) is estimated using x(t) via
equations (3)–(8). x(t) is estimated using €x(t) via equation (18).

Terefore, x and f were mutually updated until they converged.
It was observed that updating them twice leads to changes less
than 0.01%. Assumed dt � 0.001 is one tenth smaller than the
sampling frequency of the measurements 100Hz.
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4. PINN for Nonlinear MDOF Mass-Spring-
Damper System Identification

Figure 3 summarizes the concept of the proposed PINN for
dynamic system identifcation. NN outputs predicted re-
sponses Tp. Simultaneously, the PINN has measured re-
sponses Tm and governing equations FM. FM includes input
accelerations. Tese factors constitute loss function L. By
minimizing L, the parameters of the NN and dynamic model
are simultaneously optimized. In other words, the PINN
estimates dynamic parameters referring to governing
equations and measurement data. However, the PINN does
not completely follow the governing equations or mea-
surement data. Te advantage of the PINN is data assimi-
lation utilizing DL for accurate and robust inverse analysis.
One update using the whole Tm corresponds to one epoch.
Te update is also called “training” in the NN. Te inverse
analysis scheme proposed in this study is novel which is
motivated by the previous PINN-related research works
[24–28]. Te derivation of nonlinear dynamic model losses,
regularization factors, and update rules of dynamic pa-
rameters are discussed.

Te problem setting in this study is clarifed here re-
ferring to Figure 3 and the discussions of the dynamic model
in the previous section. Measurement data are the seismic
responses of an RC bridge pier. Acceleration €x, velocity _x,
displacement x, and restoring moment f at each mea-
surement position n and time t are considered. Te PINN
can consider inhomogeneous data in spatial and time

directions. Tis study focuses on homogeneous data. In
practice, it is difcult to measure f. A workaround is shown
in Section 4.4. Estimation targets are elastic and second
stifness k1n, k2

n, yield moment fyn, and damping coefcient
cn of the bilinear rotational springs and dampers between the
measurement positions. Te PINN also reproduces re-
sponses. Considering the reproduced responses and dy-
namic parameters, any damage indices can be evaluated.
Appropriate indices are discussed in Section 4.5.

Te algorithm consists of four parts: NN, dynamic
model, measurement, and loss function. Te combination of
the NN and dynamic model is the PINN. Te dynamic
model is explained in Section 3. Te NN, loss function, and
optimization of the loss function are detailed in the fol-
lowing subsections.

4.1. Neural Network. Tere are two points to be customized
in the NN for the considered problem. Te frst point is that
the input of the network is only t for simplicity. Previous
PINNs also use n as an input [24–28]. In this study, only
limited n is considered. Furthermore, this study focuses not
only on the distributions of responses along the pier height
but also on the dynamic parameters.Te second point is that
this study adopts a dynamical model. Te relationship
among diferent quantities at diferent times defned by the
Newmark-β method and nonlinear spring hysteresis is in-
troduced in L. Terefore, Tp(t) should be responses at all
positions and time fractions t and t + ∆t:

Tp � €x1p(t), . . . , €xNp(t), €x1p(t + ∆t), . . . , €xNp(t + ∆t), . . . , f1p(t), . . . , fNp(t), f1p(t + ∆t), . . . , fNp(t + ∆t)􏽮 􏽯. (19)

Tis formulation is similar to a state space model. Tp is
states. Tp should be close to Tm and simultaneously follow
the dynamic model FM(K,Tp) � 0. Tis study compares
multiple combinations of physical quantities. In the case of
measuring €x, _x, x, and f at N positions and t and t + ∆t, the
total number of outputs is 8N. Te number of the outputs is
large compared to the previous PINNs to incorporate
hysteretic nonlinearity.

Figure 4 depicts the architecture of the adopted NN.Te
architecture follows the regression networks of the previous
PINNs [24, 25]. Te architecture is a cascade of q fully
connected layers. Te input is connected to p perceptrons.
Te outputs of the perceptrons go through activation
functions. Te rectifed linear unit (ReLU) is adopted as the
activation functions. To avoid gradient vanishing and
exploding, batch normalization is applied to the outputs of
the ReLU. Te outputs are input to the next fully connected
layer. Te outputs of the q-th layer are connected to the fnal
8N perceptron layer to predict 8N responses.

Te NN parameters are p and q. Tere is a tradeof. Te
NN approximated the time histories of the responses as
functions of t using deep fully connected layers. It was
reported that deep fully connected layers have a high ability
to represent nonlinear chaotic signals [56]. Te smaller p, q

are, the inferior the representation ability of the NN is. On
the other hand, the larger p, q are, the higher computational
cost is. p, q are selected confrming the convergence of the
loss. Tis point will be discussed in Section 6.3.2. Instead of
training one NN, multiple separate NNs can be trained for
predicting parts of the 8N responses. Te previous research
works indicated separating NNs improves prediction results
[24–28]. However, it was not efective in this study possibly
because of the high correlations among the responses.

4.2. Loss Function. Predicted responses Tp and measured
responses Tm are obtained. Te physical quantities of Tm
should correspond to Tp. Tis study adopts the mean square
error (MSE). In loss function L, the gap between the pre-
dicted and measured responses (Tp − Tm)2 is minimized.
Te dynamic model FM � 0 defnes the relationship among
the dynamic parameters K and predicted responses Tp.
Terefore, FM2 should be minimized. Te MSEs are sum-
med up to construct L.

To be specifc, the formulas of FM and L are derived in
the case that €x(t), _x(t), x(t), and f(t) are observable. All
responses are discrete in spatial and temporal directions.
€xnp(t), _xnp(t), xnp(t), and fnp(t) are predictions, and
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€xnm(t), _xnm(t), xnm(t), and fnm(t) are measurements. Te
gaps are defned as follows:

L1 � α1􏽘
n,t

€xnp − €xnm􏼐 􏼑
2

+ α2􏽘
n,t

_xnp − _xnm􏼐 􏼑
2

+ α3􏽘
n,t

xnp − xnm􏼐 􏼑
2

+ α4􏽘
n,t

fnp − fnm􏼐 􏼑
2
, (20)

α1–α4 are regularization factors.Te gaps are summed up for
every set at (n, t). Terefore, each set is considered as one of
the training datasets.

Te predicted responses should follow the dynamic
model at t:

L2 � α5􏽘
n,t

(M€x + C _x + Rf − F)
2
. (21)

Tis study incorporates the incremental scheme of the
Newmark-β method into L:

L = (Tp – Tm)2

+ {FM (K,Tp)}2

(x1p (t), ... , xNp (t),
x1p (t + Δt), ... , xNp (t + Δt),

time t Predicted response Tp = 
Neural network

Dynamic model
FM (K,TP) = 0

input

input

update network parameters

update dynamic
parameters 

input

Relation-
ship FM
among

parameters
k1

n, k2
n, fyn, cn

and
response Tp 

foundation

decks

pier

Measurement

Measured
response

Tm

bearing

Physics-informed 
neural network

Loss function 

f1p (t), ... , fNp (t),
f1p (t + Δt), ... , fNp (t + Δt))

Figure 3: Concept of the PINN for bridge pier dynamic system identifcation. Te algorithm is composed of the NN, dynamic model,
measurement, and loss function.Te combination of the NN and dynamic model is called the PINN.TeNN prediction, measurement data,
and dynamic model are input to the loss function. Te loss function is minimized to optimize the NN and dynamic parameters
simultaneously.

full. Connect.
(p)

ReLU
Batch Norm.

Input
(time t)

Output
(8N

responses)

full. Connect.
(p)

ReLU
Batch Norm.

full. Connect.
(8N)…

full. Connect.
(p)

ReLU
Batch Norm.

q layers

Figure 4: Architecture of the NN.Te architecture follows the previous research works [24–28].Te input is time t. q fully connected layers
with p perceptrons and one fully connected layer with 8N perceptrons are connected to output 8N responses. An ReLU activation function
and batch normalization are applied to each layer output to prevent gradient vanishing and exploding problems.
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L3 � α6 􏽘
n,t

€x(t + ∆t) − M +
∆t

2
C􏼠 􏼡

− 1

∗ −MF(t + ∆t) − Rf(t + ∆t) − C( _x(t) +
∆t

2
€x(t)􏼨 􏼩⎡⎣ ⎤⎦

2

, (22)

L4 � α7􏽘
n,t

_x(t + ∆t) − _x(t) −
∆t

2
(€x(t) + €x(t + ∆t))􏼢 􏼣

2

, (23)

L5 � α8􏽘
n,t

x(t + ∆t) − x(t) −
∆t

2
_x(t) −

(∆t)2

3
€x(t) −

(∆t)2

6
€x(t + ∆t)􏼢 􏼣

2

. (24)

Te nonlinearity of the springs is also included:

L6 � α9􏽘
n,t

fn(t) − median −f
2
n(t), f

1
n(t), f

2
n(t)􏽨 􏽩􏼐 􏼑􏽨 􏽩

2
,

(25)

f1
n and f2

n are defned in equations (6) and (7). Te summed
up loss function L is

L � L1 + L2 + L3 + L4 + L5 + L6, (26)

L is the objective function. L is divided by the number of
datasets for convenience of discussions.

Any loss functions can be added to the right side of
equation (26). On the other hand, no term in Eq. (26) is
removable in the considered problem.Measurement data are
considered via equations (20). Equations (21) and (22)
constrain the combinations of €x, _x, x, and f at t and t + ∆t.
Equations (23) and (24) constrain the combinations of €x, _x,
and x between t and t + ∆t. When some measured physical
quantities are lacking such as f in the case of experiments,
equations (21)–(24) are mandatory. Without equation (25),
nonlinear dynamic parameters cannot be estimated.

It was found that α1 - α9 are important for successful
training. Te units of L2–L6 and terms in L1 are diferent.
Terefore, magnitudes of some terms are several digits larger
than those of other terms. Optimization algorithms put
a priority on larger terms and ignore smaller terms. To
prevent this phenomenon, for α1–α4, the reciprocals of the
maximum measured values of €x, _x, x, and f are assigned.
α7 � α2 and α8 � α3 considering the dimensions. Te di-
mension of equation (21) is the same as a force. Assuming
height hn � 1, the values are close to a moment. Te di-
mension of equation (22) is the same as an acceleration. Te
dimension of equation (25) is the same as a force and close to
a moment. However, the numerical errors of equations (25)
(21) and (22) are large. Terefore, α5 � 0.01α4,
α6 � 0.0001α1, and α6 � 0.01α4. Tese parameters are de-
termined by the trial and error. Te same parameters are
applicable to other input ground motions and experimental
pier cases as explained in Sections 6 and 7. Te applicability
to other structures is not clear, which is left as future work.

4.3. Optimization. By minimizing the loss function, the
parameters of the NN and dynamic model are simulta-
neously updated. In terms of NN training, an ordinally
gradient descent method with momentum was adopted
[57, 58]. Early stopping was adopted to shorten the training

time.Te parameters of NN training are the learning rate lr1,
momentum mt, and the sampling time interval of mea-
surement data ts. Te efects of the three parameters are
discussed in Sections 6.3.1 and 6.3.2. lr1 � 0.001 and mt �

0.9 are adopted as the optimal parameters. ts determines the
number of the datasets Tm � (€xm, _xm, xm, fm) at each t.
Tere is a tradeof. Te number should be large enough for
successful training. However, small ts drastically increases
computational cost. ts is determined confrming the con-
vergence of the loss and estimated dynamic parameters. ts

does not depend on the characteristics of the response time
histories. Tis point is also discussed in Section 6.3.1.

In terms of dynamic model optimization, a difculty
exists in the local minima of the target nonlinear inverse
problem. It was found that simple gradient descent method
is not appropriate. Figure 5 explains the difculty. Data
points in a smaller θn range are denser than those in a larger
θn range. At the early stage of training, dynamic parameters
are unstable. fy sometimes goes beyond the maximum
moments experienced in the seismic event. Optimization
algorithms put a priority on a smaller θn range because of the
number of the data points. As a result, algorithms try to
approximate the whole responses using a linear model with
elastic stifness k1 (Figure 5(a)). Tis local minimum is
strong. Figure 5(b) explains a similar situation. When
k1 � k2, optimization is stacked and gradually transitions to
Figure 5(a).

To prevent these problems, original update rules are
applied. Tis study assumes initial parameters k1in, k

2
in, fyin,

and cin. Te optimal parameters k1up, k
2
up, fyup, and cup are

updated with the learning rate lr2 comparing L inputting the
parameters. Te updated algorithm is shown in Figure 6.
lr2 � 0.001 is assumed to obtain 0.1% order parameter es-
timation accuracy. Te three rules are as follows: 1. All
parameters should be larger than zero. 2. fyin should be
smaller than possible yield moments. It is assumed that a few
millimeter displacements cause yielding. 3. k1up should be at
least twice larger than k2up. k

1
up is usually one digit larger than

k2up. After updating any parameters Kup in Figure 6, if the
three conditions do not hold, the update is cancelled. Tese
three rules do not lose generality.

4.4. Estimating Restoring Moments. Te discussions above
assume measurement data of restoring moment fm. In
practice, fm is not available because measuring forces is more
difcult than measuring other physical quantities. Te
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applicability of load cells to high-frequency dynamic re-
sponses is not clear [44]. Strains may be converted to forces
assuming dynamic properties of materials. However, it was
found that without fm, training tends to be unstable.

To solve the problem, estimated 􏽢f is used for dynamic
parameter updating. From equation (12), 􏽢f is estimated using
measured responses with noises €xm, , _xm:

􏽢f � R
− 1 F − M€xm − C _xm).( (27)

From equation (27), 􏽢f is a function of C. On the other
hand, C is an unknown parameter to be optimized using f .
Terefore, this is a mutual optimization process. 􏽢f is esti-
mated using Cup; Cup is updated using 􏽢f . Tis process may
seem challenging. It is not challenging because equation (27)
is the repetition of equation (21). Te reason why fm is
necessary is not clear, possibly because fm is fundamental for
tuning dynamic parameters.

4.5. Evaluating the Condition of a Pier. In simulations for
evaluating the dynamic parameter estimation accuracy of
the algorithm, optimized parameters can be compared with
ground truth values. For practical application, damage in-
dices are needed to interpret estimation results.

Tis study proposes two indices: elastic stifnesses and
DFs. Te PINN algorithm can output the distributions of
elastic stifnesses and DFs in a pier height direction. Elastic
stifnesses in diferent cases at the corresponding positions
are compared. DF in this study is the ratio between the
experienced maximum angle using the reproduced re-
sponses and yield angle using the estimated elastic stifness
and yield moment. As a rule of thumb, the previous study
indicated that DF< 1.2 is “intact,” 1.2<DF< 1.5 is “suspi-
cious,” and 1.5<DF is “damaged” for the largest Japanese
design seismic waves [3, 44, 45]. Tis study adopts the
criteria. Te usefulness of damping coefcients for damage
assessment is not clear in previous research works [37–39].

5. Simulation Case

5.1. Parameters. Tis section discusses the characteristic
dynamic features of the model shown in Figure 2. Table 1
describes the properties of the simulation model. Te model
and input ground motion are not the same as the experi-
ments to demonstrate the applicability to other models.

In simulations, the responses of a six-meter pier were
obtained with an equal interval hn � 1 m. Te pier was
divided into six lumped masses concentrated on the mea-
surement positions. A 2m by 2m square-section RC pier
was assumed. At position n � 1, the mass from the foun-
dation to 0.5m above the measurement position, a 1.5m
height component was considered. At position n � 2 to 5,
the masses 0.5m below the position to 0.5m above the
position, 1m height components were considered. At

fn fyn = ∞

kn
1

θn

(a)

fn

fyn

θn

kn1 = kn2
~

(b)

Figure 5: Local minima and plateau of the nonlinear inverse problem. (a) Case of approximating a nonlinear response using a linear model.
Tis case is the strong local minimum. (b) Case of similar elastic and second stifnesses. Tis case is a plateau and fnally transitions to (a).
Tese cases should be avoided in the optimization process.

if Imin == 1

elseif Imin == 2

elseif Imin == 3

end 

Imin ← index (min (L (Kup), L (Kup + lr2Kin),
L (Kup − lr2Kin))

Kup ← Kup

Kup ← Kup + lr2Kin

Kup ← Kup − lr2Kin

Figure 6: Code for updating any dynamic parameter Kup using
initial Kin. Te parameters are updated with the learning rate lr2
comparing loss values L inputting the updated parameters. Te
update is applied in parallel with the NN parameter updating.

10 Structural Control and Health Monitoring



position n � 6, the masses of the 0.5m portion of the pier top
and decks were considered. Te weight of RC about 2.4 ·

103 kg/m3 was assumed. Te mass of the deck was ten times
larger than that of the pier.

Note that the n-th spring represents an n − 1 to n m
height section of the pier. Referring to previous research
[39], elastic stifness k1n � 1 · 109 N. Second stifness k2

n �

1 · 108 N is one-tenth smaller than k1
n. Yield moment fyn �

5 · 106 N · m. Te yield moments assume that each spring
yields with 0.005 rad angle (5mm displacement). Te total
elastic displacement at the pier top is 3 cm. Tis model is
softer than a standard RC pier. Tis is because plastic be-
haviors do not occur with standard values provided by actual
seismic accelerations. Te damping coefcient cn � 2 · 107
N/s assumes the 10% damping ratio of an equivalent spring-
mass-damper model of the pier. To demonstrate the sen-
sitivity of the algorithm, the 1-2m section of the pier is
deteriorated; k2 is 10% smaller. Some previous research
works indicated that damping coefcients of damaged
structures increase [38–40]. Terefore, c2 is 10% larger. Te
parameters other than hn and mn are unknown. Te total
number of unknown parameters in simulations is 48. Te
half is the response vectors, and the other half is the dynamic
parameters.

Figure 7(a) exhibits the time history of an input seismic
acceleration. A JMAKobe earthquake record was considered
[59]. Te EW direction was dominant and targeted. Te
sampling frequency was 100Hz. All simulated responses
were resampled to 100Hz. Tis earthquake is near-fault:
large intensity up to 800 gal and short duration in 20 s. Small
earthquakes may not cause plastic deformations. Figure 7(b)
shows the power spectrum of Figure 7(a). Peaks appear from
0.5 to 3Hz. Tis study does not depend on modal or fre-
quency analysis. Noises are added to the simulated re-
sponses. Referring to the report from a research institute
[59], 1 mgal Gaussian noises are added to the accelerations.
In adverse conditions, noise levels may increase.Te efect of
the noises is discussed in Section 6.3.3. Considering the
ratios between the maximum acceleration and noise (signal
noise ratio, SNR), the same SNR noises were applied to the
velocity, displacement, and restoring moment responses.

5.2. Characteristic Features. Figure 8 depicts the time his-
tories of the simulated angles of the springs. Te angles of
lower springs 1 and 2 of the pier reached the maximum
values at the 35 s peaks, while that of upper spring 6 showed
many ambiguous peaks. Te vibrations gradually attenuate
from 50 s. Because of nonlinearity, each response has a re-
sidual angle. Te residual angle of spring 1 is 0.001 rad, while
that of spring 2 is -0.002 rad.Te residual angles of the upper
springs are almost zero. Te residual angles depend on the
magnitudes of the angles. However, the relationship is not
simple depending on the combination of the dynamic
characteristics of the system and input seismic wave. Tis
study avoids this difculty extracting the mainshock in the
30–50 s time range.

Two features of the link model are discussed here to
emphasize the difculty of the inverse problem. Te frst
feature is that the inclination of the pier is the accumulated
angles of the springs from bottom to top. Te maximum
angle of spring 1 is about 0.028 rad. It corresponds to
a 28mm displacement. On the other hand, the maximum
angle of spring 6 is about 0.001 rad, a 1mm displacement.
Te angles of lower springs of the pier are the main causes of
the displacements of upper masses. Simple estimation of
stifnesses from the displacements of adjacent masses is
meaningless.

Te second feature is that the elastoplastic behaviors of
the springs are varying and discontinuous. Figure 9 shows
the hysteretic curves of the springs with an angle on
a horizontal axis and a moment on a vertical axis. From
Figure 9, springs 1 and 2 show clear nonlinearity. Spring 3
slightly entered a plastic range, which is not clear from the
curve. Te DF of spring 3 is about 3%. Springs 4–6 were in
elastic ranges. Te springs gradually entered plastic ranges
and increased plastic deformations from bottom to top. In
the frst peak at 33 s, springs 1 and 2 simultaneously entered
the plastic ranges. Spring 1 shows a larger plastic de-
formation than spring 2. At 36 s after the third peak, spring 3
entered the plastic range. Te DFs are varied, and there are
time lags of the occurrences of the plastic deformations. Tis
is because after the occurrence of a plastic deformation,
a spring absorbs the energy of an input acceleration as much

Table 1: Dynamic properties of the simulation model.

n
Height hn

(m)
Mass mn

(ton)
Elastic stifness

k1n (N)
Second stifness

k2n (N)
Yield moment

fyn (N·m)
Damping coef.

cn (N/s)

1 1 14.4 1 · 109 1 · 108 5 · 106 2 · 107
2 1 9.6 0.9 · 109 0.9 · 108 4.5 · 106 2.2 · 107
3 1 9.6 1 · 109 1 · 108 5 · 106 2 · 107
4 1 9.6 1 · 109 1 · 108 5 · 106 2 · 107
5 1 9.6 1 · 109 1 · 108 5 · 106 2 · 107
6 1 1033.8 1 · 109 1 · 108 5 · 106 2 · 107

A six-meter height pier with two-meter square sections was divided into six masses. Te responses of each mass were obtained. Te masses were calculated
using the standard RC weight.Te dynamic parameters of springs between the masses were assigned referring to the previous research work [39].Te section
in a 1-2m height is damaged; the stifnesses were smaller by 10%, and the damping coefcient was larger by 10% to test the sensitivity of the algorithm.
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as possible by widening its hysteretic curve. At a certain
deformation, the next spring enters a plastic range. Tese
elastoplastic behaviors correspond to the progresses of local
damages in RC bridge piers.

6. Validation by Simulations and
Parametric Study

6.1. Computational Environments and Conditions. Te
proposed algorithm is computationally intensive, which is
the largest drawback. In addition to the training technique
discussed in Section 6.3.3, GPU parallel computing can be
used for facilitating the training process. Tis study adopts
GPU: NVIDIA GeForce GTX 1080 ti and CPU: Intel Core
i7-8700K @ 3.7GHz [12]. Tis study conducted simulation
and training cases in one program for a parametric study.
Terefore, all programs were written in MATLAB 2023a
[60]. MATLAB is efcient in matrix calculation. However,
because of the problem in compatibility between customized
functions and the GPU environment, the environment is not

fully utilized. It took fve to ten hours for one training case.
Using the latest GPUs and modifed programs, the training
timemay be twice to one-ffth at the minimum case, which is
left as future work [61].

For the initial values of the dynamic parameters, the
halves of true elastic stifnesses k1, second stifnesses k2, and
damping coefcients c are provided to confrm the ro-
bustness of the algorithm. Initial yield moments fy are the
one-tenth of the ground truth values.

6.2. Estimation Results. It was found that all the dynamic
parameters of nonlinear springs and dampers are reasonably
estimated using simulated responses. Tis fact demonstrates
the power of applying the DL method to the structural
identifcation problem.
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Figure 10 and Table 2 summarize the estimation results.
Figure 10 shows the curves of the updated dynamic pa-
rameters at each epoch. In Figure 10(a), all the dynamic and
NN parameters are simultaneously optimized.
Figures 10(b)–10(e) are the breakdowns of the curves. Tere
are two types of dynamic parameters: elastic and plastic
parameters. Elastic stifnesses and damping coefcients are
the former, and second stifnesses and yield moments are the
latter. From Figures 10(b), 10(c), all the elastic parameters
converged. In position n � 2, a 10% decrease of frst stifness
and a 10% increase of damping coefcients are introduced.
From the fgures, intact and damaged springs and dampers
of the pier are diferentiated.

On the other hand, from Figures 10(d), 10(e), plastic
parameters show complicated behaviors. From
Figure 10(d), the second stifnesses of lower springs 1–3
of the pier converged, while those of upper springs 4–6
are relatively unstable. Tis is reasonable because the
upper springs are in elastic ranges. Teoretically, the
second stifnesses cannot be estimated. From
Figure 10(e), the yield moments converged, and the
converged parameters of the springs monotonically de-
crease. Tis is because the algorithm outputs the expe-
rienced largest moments as the yield moments when the
springs are in elastic ranges. Comparing the yield mo-
ments is not meaningful; the evaluation of damages using
DFs is introduced.

Comparing the curves other than spring 2 in Figure 10,
the blue lines of spring 1 converged earlier than springs 4
and 5. Spring 6 is the slowest. Tis is because the lower
springs have larger efects on the responses of the whole
system than the upper springs.

Table 2 shows the estimated dynamic parameters. All
parameter values at each position, error percentages com-
pared to the ground truth values shown in Table 1, and mean
absolute errors (MAEs) of each parameter are listed. Te
elastic parameters k1 and c were accurately estimated with
0.4% and 0.6% errors, respectively. Tese errors are small
considering that the errors of the previous research works
are several percent to a few tens percent [20–23]. Tere is no
tendency among the errors.

Plastic parameters k2 and fy DFs of springs 4–6 cannot
be evaluated because the springs are in elastic ranges. All the
plastic parameters of springs 1 and 2 were accurately esti-
mated within 1% errors, while those of spring 3 are less
accurate.Tis is because the nonlinearity of spring 3 is small,
with only a 1.03 DF. MAEs are small. However, interpreting
k2 and fy is not straightforward.Tis study introduced a rule
of thumb for DFs. Te accuracy of DFs depends on the
accuracy of k1, fy, and reproduced moment responses.
Comparing the estimated DFs, springs 1 and 2 are damaged.
Te nonlinearity of spring 3 can be ignored. Springs 4–6
show certain DFs. However, the DFs are lower than 1.2 and
negligible.

From the results, all the elastic parameters are accurately
estimated. Te damage conditions related to plasticity and
DFs are appropriately evaluated using estimated k1, fy, and
moment responses.

6.3. Parametric Study. Parametric studies are conducted to
demonstrate the robustness and applicability of the algo-
rithm to other measurement and analysis conditions.

6.3.1. Learning Rate and Momentum. To accelerate training,
appropriate training parameters are recommended. Fig-
ure 11 shows the efects of the learning rate lr and mo-
mentum mt on NN training curves. Te x axis is an epoch,
and the y axis is loss L. In the previous subsection, lr � 0.001
and mt � 0.9 were adopted. Te red curve monotonically
decreased during the training. L converged at about a 1300
epoch. Pulses in the curves sometimes appear in other DL
research works without applying moving average to the
curves [57, 58]. In the case of lr � 0.0001 with the same mt,
convergence was slow because of smaller lr. Convergence is
also slow in the case of lr � 0.01. Tis is possibly because the
NN parameters oscillated around the optimum, which ad-
versely afected the dynamic parameter estimation process.
Comparing the with and without-momentum case with the
same lr � 0.001, the efect is clear.

In the red curve in Figure 11, there are two changing
points at about 100 and 950 epochs. Tis phenomenon is
characteristic in the proposed PINN. Tese points corre-
spond to the changing points in Figures 10(b), 10(d), 10(e) at
the same epochs.Te decrease before the 100 epoch is related
to the NN parameters because the dynamic parameters were
not optimized yet from Figure 10. In some epochs between
changing points, the algorithm focuses on the optimization
of dynamic parameters; in other epochs, it focuses on NN
parameters, or both. Te two optimization processes are
interdependent. Without regularization factors, training is
not balanced and stacked during the update of the
parameters.

6.3.2. Numbers of NN Layers and Data Points. Target ranges
of the time histories were extracted as explained in
Figure 7(a). Following the time interval ts, samples were
evenly extracted from the time histories. Quantities at
two times t and t + ∆t and n positions constitute a data
vector Tm � €xm(t), €xm(t + ∆t), _xm(t), _xm(t + ∆t), xm(t),􏼈

xm(t + ∆t), fm(t), fm(t + ∆t)}. Tm at diferent times t con-
stitutes a training dataset.

Te proposed algorithm has the power of estimating
dynamic parameters using small training data points. Fig-
ure 12 exhibits the sampled points of the pier top acceler-
ation with time intervals ts � 0.5 s and ts � 0.1 s,
respectively. Te number of the datasets is 40 in the case of
ts � 0.5 s. Tese ts were selected confrming the convergence
of the estimated dynamic parameters while suppressing the
calculation costs. Even though the number of the vectors is
40, considering the numbers of the quantities, positions, and
time t and ∆t, the number becomes 1,920. From the results,
it is implied that 40 points can provide the information of the
behaviors of the bilinear springs. Most peaks in the re-
sponses are missed with ts � 0.5 s. Nevertheless, the small
number of the response samples was enough for accurately
estimating the dynamic parameters.
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Appropriate combinations of ts and the numbers of
perceptrons p and NN layers q should be adopted for
successful training. Table 3 summarizes loss value L with
diferent ts, p, and q combinations. Figure 11 suggests that
L � 1 · 10− 7–1 · 10− 9 is necessary for the successful dynamic

parameter estimation. Increasing p, q with fxed ts, L

converged to the minima. To reproduce high-frequency
complex responses, p and q should be large enough. Te
larger the parameters are, the higher the representation
ability of the NN is.
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Figure 10: Curves of the updated dynamic parameters at each epoch. All the dynamic and NN parameters are simultaneously optimized.
(a) All parameter curves of springs 1–6. (b–e)Te breakdowns of the curves. (b, c) Elastic and (d, e) plastic parameters. (b) Elastic stifnesses.
(c) Damping coefcients. (d) Second stifnesses. (e) Yield moments. Te elastic parameters accurately converged diferentiating the damage
conditions.Te plastic parameters show complicated behaviors because springs 4–6 are not in plastic ranges. DFs are essential for evaluating
the nonlinearity.

Table 2: Dynamic parameter estimation results.

n\estimates k1 (N,
error %)

k2 (N,
error %)

fy (N·m,
error %)

c (N/s,
error %) DF (−)

1 1.007 · 109 (+0.7%) 1.001 · 108 (+0.1%) 4.995 · 106 (+0.1%) 2.008 · 107 (+0.4%) 5.278 (+0.7%)
2 0.906 · 109 (+0.7%) 0.901 · 108 (+0.1%) 4.496 · 106 (-0.1%) 2.211 · 107 (+0.5%) 4.060 (+0.7%)
3 1.000 · 109 (+0.0%) 1.359 · 108 (+35.9%) 4.650 · 106 (−7.4%) 2.012 · 107 (+0.6%) 1.119 (+8.0%)
4 0.998 · 109 (+0.2%) 1.007 · 108 (−%) 3.465 · 106 (−%) 2.010 · 107 (+0.5%) 1.083 (−%)
5 1.002 · 109 (+0.2%) 0.075 · 108 (−%) 2.305 · 106 (−%) 2.026 · 107 (+1.3%) 1.102 (−%)
6 0.995 · 109 (+0.5%) 0.355 · 108 (−%) 1.150 · 106 (−%) 2.004 · 107 (+0.2%) 1.046 (−%)
Mean absolute error 0.4% 12.0% 2.5% 0.6% 3.1%
All the dynamic parameters and DFs of the springs are listed with mean absolute errors (MAEs) for each parameter.Te plastic parameters and DFs of springs
4–6 cannot be evaluated because the springs were in elastic ranges. All the MAEs of the elastic parameters are small from the results compared to previous
research works [20–23]. Te DFs were reasonably estimated to judge the conditions of the pier sections.
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However, training time is not negligible. With ts � 0.5 s,
p � 500, and q � 15, the training time was around fve hours.
With ts � 0.1 s, p � 1000, and q � 30, the training time was
about two days. In hazardous situations after earthquakes,
quick condition assessment is better. Te latest GPUs can
halve the training time. Tis point is left for future work.

6.3.3. Measurement Noises. Te algorithm is robust to
measurement noises. Table 4 compares the MAEs of the
dynamic parameters with diferent noise levels from 0.1 to
10mgal. Te results in Section 6.2 assume the possible noise
level of accelerometers, 1mgal. From Table 4, the results did
not change regardless of the diferent noise levels. It may
seem strange that the error of k2 is 0.6%, with the 10mgal
noise, while it is 13.1%, with the 0.1mgal noise. With

diferent simulation conditions, the error of k2 changed
because the estimation was unstable. Terefore, this study
focuses on DFs for evaluating nonlinearity.

Te algorithm is applicable to a 10mgal noise. 10mgal
noises are high considering the performances of acceler-
ometers [59]. Referring to the concept of SN ratios, the same
algorithm is applicable to one-tenth smaller earthquakes. 50
to 100 gal moderate earthquakes have occurred regularly and
are easily measured in seismic-prone countries [1, 2]. With
these earthquakes, plastic deformations may not occur.
However, small ground motions may be used for shortening
training time. Using small ground motions, only elastic
parameters are updated. Fixing the elastic parameters, only
plastic parameters can be updated. It was observed that this
method reduced training time by about 20%. Another usage
is that the deterioration of a pier can be tracked using long-
term monitoring data though this approach requires
monitoring costs and labors.

6.3.4. Input GroundMotions. Te algorithm is also robust to
various input ground motions. Te results shown in Table 2
are using Kobe earthquake. Te algorithm is also validated
using Tohoku earthquake in 2011, Japan, and El-Centro
earthquake in 1940, United States [62, 63]. Kobe and El-
Centro earthquakes are near-fault short-duration ground
motions, while Tohoku earthquake is an of-shore long-
duration ground motion as shown in Figure 13. Kobe and
Tohoku earthquakes have two main peaks, while El-Centro
earthquake has one main peak at the beginning. Longer
earthquakes with more peaks may be favorable for the al-
gorithm. Appropriate time ranges with the same ts were
selected confrming the numbers of the training data points
were not smaller than that of Kobe earthquake as shown in
Figure 7(a) and Figure 13.

Table 5 compares the MAEs of the dynamic parameters
using diferent earthquakes. Te results were similar; no
tendency was observed. Te results indicated that the al-
gorithm can estimate the parameters regardless of the types
of the ground motions.

6.3.5. Measured Physical Quantities. Reducing the number
of the required physical quantities of measurement data is
important for practical application. Te algorithm requires
four quantities: acceleration, velocity, displacement, and
restoring moment. However, by inputting zeros to regula-
rization factors α1–α4 in equation (20), any observations can
be ignored in L. Tis method can reduce the required
measurement physical quantities.

Table 6 summarizes the efects of reducing the quantities.
Omitting two quantities caused failures in training processes
except for case 1 where omitting velocities and displace-
ments did not have any efect on training. Accelerations are
integrated to velocities and displacements in equations (23)
and (24). Displacements are related to restoring moments
via bilinear models in equation (25). Velocities and dis-
placements are intermediate variables. Terefore, these
observations are not important when other observations are
provided. In case 2 omitting accelerations, parameters fnally
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Figure 11: Training curves changing training parameters. To fa-
cilitate training, the appropriate combination of learning rate and
momentum is recommended. Two changing points indicate the
inter-dependence of NN and dynamic parameter updating
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Figure 12: Sampled points for training data. Time intervals 0.5 and
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However, the dynamic parameter estimation results were the same,
indicating that the algorithm can estimate the dynamic parameters
with a small number of the points, and the appearances of the
reproduced responses are not important.
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converged to the ground truth values. However, the
training time was about ten times larger than that of the
with-acceleration case. Accelerations can be estimated
from velocities and displacements though diferentiating
the quantities may not be easy. In case 3, omitting re-
storing moments caused a failure in training. However,
using estimated restoring moments discussed in Section
4.4 outputted the same results as the with-restoring-
moment case. It is inferred that measured restoring
moments played a key role in the training and parameter
estimation.

For practical application without restoring moments,
measuring accelerations, velocities, and displacements is
mandatory. Novel measurement technologies for these
quantities have been rapidly developed as discussed in

Introduction Section. In the future, using strains or other
force-related quantities, the combination of accelerations
and forces may become a favorable choice.

7. Validation by Experiments

Te applicability of the algorithm was demonstrated using
the responses of a full-scale RC bridge pier subjected to
ground motions via a shaking table. Discussion points here
are the applicability of the assumed dynamic model and
estimation method to real responses and efect of real
measurement conditions. Hysteretic curves of real piers
were more complicated than those of the bilinear model as
reported in [36, 64]. Tis simplifcation may cause
a problem.

Table 3: Efects of the numbers of perceptrons and layers on the loss values with diferent training data sampling time intervals.

Parameters p � 250, q � 5
(ts � 0.5 s)

p � 500, q � 15
(ts � 0.5 s)

p � 1000, q � 30
(ts � 0.5 s)

p � 250, q � 5
(ts � 0.1 s)

p � 500, q � 15
(ts � 0.1 s)

p � 1000, q � 30
(ts � 0.1 s)

Loss L 1.6 · 10− 3 1.1 · 10− 9 1.2 · 10− 9 1.2 · 10− 3 2.1 · 10− 6 5.6 · 10− 8

Te loss converged increasing the numbers of the perceptrons and layers with fxed intervals; the representation ability of the NN increases. Te numbers
should be larger enough for given sampling time intervals to reproduce the complexities of the time histories.

Table 4: Efects of the measurement noises on the MAEs of the dynamic parameters.

Noise (mgal, dB) k1 (MAE %) k2 (MAE %) fy (MAE %) c (MAE %) DF (MAE %)

0.1, −67 0.3 13.1 2.7 0.5 3.1
1, −57 0.4 12.0 2.7 0.6 3.1
10, −47 0.6 0.6 2.7 0.6 2.9
Te noises changed from 0.1 to 10mgal. 1mgal is the noise of typical accelerometers. 10mgal is unreasonably high. Te algorithm is robust to the diferent
levels of the noises.
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Figure 13: Input ground motions. Tohoku and El-Centro earthquakes are considered as of-shore long-duration and near-fault short-
duration waves. Large earthquakes were targeted. Appropriate time ranges and sampling time intervals were selected to process
training data.

Table 5: Efect of ground motions on the MAEs.

Ground motion k1 (MAE %) k2 (MAE %) fy (MAE %) c (MAE %) DF (MAE %)

JMA Kobe 0.4 12.0 2.7 0.6 2.7
Tohoku 0.5 6.7 1.3 0.9 1.3
El-Centro 0.5 12.2 1.1 0.8 1.5
No tendency was observed. Te algorithm is robust to the diferent types of the ground motions.
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Ground truth parameters of the damaged piers are not
known. Referring to possible stifnesses as initial values,
estimated parameters are related to inspected damage
conditions in diferent cases.

7.1.MeasurementConditions. A 7.5m height RC bridge pier
was considered. Te pier has a circular section and rect-
angular top. Te weights of the decks were applied to the top
via bearings. Figure 14 depicts the confguration of the
measurements. Four accelerometers were placed on the
foundation tomeasure input accelerations.Te accelerations
and displacements of the NS and EW faces of the pier and
corners and sides of the top were measured. Intervals in
a height direction were about 2m. Servo-type accelerometers
were attached to the red points in Figure 14. Displacements
were measured using wires connected to the frame fxed to
the table. Because velocity measurements are not common in
practice, only two servo-type velocity meters were attached
to the foundation and pier top. All the measured responses
were 3D, and the sampling frequencies were 200Hz. Te
strains of vertical rebars were also monitored using em-
bedded strain gauges for judging the yielding of the rebars.

Figure 15 compares the measured velocity at the top and
average of the integrated accelerations on the top after
detrending from 8 s to the last. Te peaks and waveforms are
reproduced by the integration. Terefore, the integrated
accelerations are used for measured velocities.Tere are gaps
around 20 s.Tis is possibly because of the 3Dmotions of the
pier. Tere are gaps among the accelerations in diferent
positions on the top. Terefore, all the responses at the same
height were averaged to remove the efects of the 3D mo-
tions. Damages may be localized in horizontal sections using
the diferences among the responses.

Te pier was subjected to multiple ground shakings. Two
cases are compared in this study: after the frst and third
shakings. Te input ground motion was Kobe earthquake,
the same earthquake as the simulations. However, a mea-
sured station was diferent (Takatori station). Te intensity
of the wave was about 20% larger than the simulation wave.
In the third shaking, to accelerate the deterioration, the
weights of the decks were increased by 20% by putting
additional weights.

Figure 16 compares the 0–2m height conditions of the
pier after the two cases. Figure 17 compares the inspection
results of cracks and collapses of concrete after the two
cases. In case 1, cracks appeared around the circumfer-
ences of the pier. Small pieces popped out around the
crack. In case 2, cracks were developed in the height

direction. Te concrete was collapsed. Te rebars yielded
in the frst case, and strains were doubled in the second
case. In practice, the pier should be inspected and repaired
if necessary in the frst case and judged as damaged and
replaced in the second case [43].

Table 6: Efects of the combinations of measured physical quantities.

Case Acceleration Velocity Displacement Restoring moment Estimation results
and remarks

1 ✓ × × ✓ ✓ No efect
2 × ✓ ✓ ✓ ✓ Slow convergence
3 ✓ ✓ ✓ × × Not successful ✓ no efect using estimated restoring moment
Te four quantities were considered. Remarks on training time and accuracy of estimation results are listed. Te algorithm is amenable to the cases lacking
diferent quantities. Te set of the acceleration, velocity, and displacement estimating the restoring moment is feasible in actual measurements.
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Figure 14: Measurement confguration. A sensor network was
introduced to monitor 3D motions of the pier. Accelerations and
displacements were measured at the red points using servo-type
accelerometers and wires fxed to a surrounding frame. Input
accelerations were measured at the green points on the foundation.
Velocity meters were installed on the two blue points.
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Figure 15: Comparison of the measured velocity at the pier top and
estimated velocity using the averaged accelerations on the top. Te
estimated one matches the measured one at around the 10 s main
peaks, which shows the validity of the velocity estimation.
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7.2.AnalysisConditions. Four sections 0–2m, 2–4m, 4–6m,
and 6–7.5m in the height direction between the measure-
ment points were evaluated. Referring to the design draw-
ings, masses were assigned to the boundaries of the sections.
Te number of unknown parameters is 32. Te half is re-
sponses. Te other half is dynamic parameters.

All the responses were resampled to 100Hz. Following
the reference, the responses in horizontal directions were
extracted and converted to responses in a principal direction
[44]. Principal direction θp � 196° in case 1 and θp � 196° in
case 2, almost directing west. Note that depending on the
arrangements of sensors and wire directions, the signs of the
data may change. Relative accelerations and velocities were
estimated by subtracting the accelerations and velocities of
the foundation.

Initial dynamic parameters were the same as the ground
truths in the simulations. Restoring moments were esti-
mated as explained in Section 4.4. Te same training pa-
rameters were adopted. Without early stopping, the
parameters became unstable. Some parameters converged to
ten times larger values, and other parameters converged to
almost zeros. Tis phenomenon may be overftting. Te

reason may be the gap between the assumed and actual
hysteretic curves. Te numbers of the perceptrons, layers,
and sampling time interval were optimized confrming the
convergence of the estimation results: p � 1000, q � 30, and
ts � 0.005 s. Te number of the data points was larger than
that of the simulation cases possibly because of the gap in the
hysteresis curves. To increase the number of the data points,
p and q should be increased. Training time was about ten
hours for the adopted architecture, number of data points,
and unknown parameters.

7.3. Results. Figure 18 summarizes the dynamic parameter
estimation results. Te distributions of elastic stifnesses k1 and
ductility factors DFs along the pier height are compared be-
tween the two cases.Tese distributions are unique in this study.

Te parameters show clear tendencies corresponding
to the damage conditions of the pier. Figure 18(a)
compares k1 along the pier height. In the two cases, k1
varies in the height direction. Small k1

4 at the top may be
because of the bearings and decks. Te structural prop-
erty is diferent. k1 at 2–6m is 20% to 30% smaller than k1
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Figure 16: Photos of 0–2m height conditions of the pier after the frst and third shakings. Multiple ground shakings were applied to the pier
via a shaking table to accelerate the deterioration. (a) After the frst shaking (case 1). Horizontal cracks around the circumferences and a pop-
out on the crack were observed. (b) After the third shaking (case 2). Te concrete was collapsed, causing a dangerous situation.
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Figure 17: Inspection results of the pier surfaces after the two cases. (a) Case 1. (b) Case 2. Vertical cracks were developed in case 2, and the
collapse of concrete occurred in the bottom of the pier.
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at 0–2m.Tere are two possible reasons: the frst reason is
related to the rebar arrangements. Te rebars in the
bottom of the pier were L-shaped to prevent the pullout of
the rebars. Te second reason is related to stress con-
ditions. Because the stress in the bottom of the pier is
larger than that of the top, the stress conditions in the
horizontal sections may be diferent, which may change
the equivalent stifnesses. Tis study did not conduct
detailed structural analysis. Te validation of the analysis
is not easy either. In practice, the shapes of sections may
change in a height direction. Terefore, the comparison
of k1 in the height direction is not meaningful.

Comparing k1 between the two cases, the efects of the
damages are clear. k1 at 0–4m decreased by 12-13%. Te
collapse of the concrete is localized at the 0–2m height.
Terefore, these decreases are inferred to be the efects of the
developed cracks and yielded rebars. k1 at 4–6m decreased
by 7%.Tis result suggests that the two types of the damages
are more severe in the lower part of the pier. Te decrease at
the top is about 20%. Te fxed conditions of the bearings
may change because of the excessive external forces.

Comparing the DFs, the efect of the collapse of the
concrete is revealed. Te DFs at 2–7.5m is lower than 1.2 in
both cases. Tese DFs indicate that the pier did not cause
plastic deformations. Te DF in case 1 at 0–2m is about 1.3.
Referring to the rule of thumb, this DF suggests that the
section may be deteriorated. Te DF in case 2 is about 4.2.
Tis DF corresponds to a large plastic deformation and
severe damage condition. Tis signifcant DF increase is
owing to the collapse of the concrete.

Te advantages of this study exist in the localization and
quantifcation of nonlinear damages. Te DF reported in the
previous study was about 5.6 based on the displacement of

the pier top [44]. Tat DF was global. Tis study estimated
the local DFs. Te angles were accumulated to constitute the
displacement at the top. Terefore, local DFs are usually
smaller than a global DF.Te pier at 2–7.5m did not observe
a plastic deformation. However, these linear displacements
were included in the global DF. Furthermore, the timings of
the largest deformations at the springs were not the same.
Terefore, this study claims that the local DFs are more
precise than the global DF.

Estimated dynamic parameters other than shown in
Figure 18 are second stifnesses and damping coefcients.
Te second stifnesses were one-tenth smaller than the
elastic stifnesses. Te damping coefcients of case 2 were
one-tenth smaller than those of case 1 and the simulations.
Tis is possibly because the concrete was collapsed and
peeled of from the structure in case 2, while the cracks in the
concrete absorbed the energy in case 1. Previous discussions
may not be enough to use these parameters as damage
indices.

 . Discussions

Tis study addressed nonlinear MDOF dynamic system
identifcation based on the PINN and RC bridge pier model
assuming bilinear rotational springs and dampers. After the
derivation of the PINN optimization algorithm, the efects of
the NN architectures, training parameters, ts, noises, ground
motions, and measured physical quantities were analyzed.
Te algorithm is robust to the efects of the noises and
ground motions with the appropriate NN parameters and
quantities. Te errors of the estimated k1, c, and DFs in the
simulations were 0.4%, 0.6%, and 3.1%, respectively. Uti-
lizing full-scale RC bridge pier shaking table experiments,
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Figure 18: Dynamic parameter estimation results of a full-scale RC bridge pier. Case 1 after the frst shaking and case 2 after the third
shaking in Figures 16 and 17 are compared. Te distributions of the elastic stifnesses and DFs along the pier height are shown. Te elastic
stifnesses of all the sections decreased by 12–20%. On the other hand, the DF signifcantly increased from 1.3 to 4.2 only at the bottom of the
pier, while other DFs were lower than 1.2.Te overall decrease of the elastic stifnesses is inferred to be the efect of the cracks of the concrete
and yielding of the rebars. Te local increase of the DF is the efect of the collapse of the concrete. Te damages are localized and
quantitatively evaluated as shown in the distributions.
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the algorithm revealed the distributions of k1 and DFs along
the pier height in the diferent cases, representing the
conditions of the pier. It is inferred that k1 is related to
cracks in concrete and yielding in rebars, and DF is related to
the collapse of the concrete. Te algorithm localized and
quantitatively evaluated the diferent damage types.

Required training time and measurement data are the
bottlenecks. Training time can be reduced using high-end
GPUs. Latest NN architectures such as deep residual con-
volutional neural networks (CNNs) and attention mecha-
nisms may facilitate the training process and increase
prediction accuracy [65–67]. To omit restoring moments,
accelerations, velocities, and displacements are needed.
Dense displacement measurement may be possible using
cameras and laser technologies. Strains are easy to be
measured though appropriate material properties are
needed to convert them to forces.

Now that local damages are estimated, appropriate in-
dices for evaluating pier conditions should be discussed. Te
k1 decrease compared to an initial condition and DF per
meter in a height direction are the possible indices. For
future work, crack and spalling detection using images by
DL can be used to increase accuracy.

Te validity of the estimated stifnesses, yield moments,
damping coefcients, and ductility factors should be vali-
dated by detailed structural analysis such as FEM and an-
alytical RC column models.

Te bilinear hysteretic model may be advanced to im-
prove the accuracy of the parameter estimation.Te stability
of training was sensitive to the number of unknown hys-
teretic parameters. However, actual curves showed com-
plicated fuctuating trajectories. Additional constraints may
be needed to apply other hysteresis models.

Te algorithm can be applied to 3D problems using 3D
observations and governing equations.Te diferences of the
responses at the same height suggest that the damages can be
localized in horizontal sections. By Bayes’ theorem, the al-
gorithm can consider the uncertainty of estimated dynamic
parameters. To increase the number of nonlinear springs,
measurement points should be added. Without the obser-
vations, the problem becomes ill-posed. Focusing on linear
problems, the number of springs may be increased. Shear
deformations and foundation pile motions can be consid-
ered though it will increase the number of unknown
parameters.

Te PINN has a potential to be applied to other struc-
tural problems [68]. Te applicability of regularization
factors should be confrmed for other problems. Parameter
updating rules may also be customized.

9. Conclusions

In this study, a damage identifcation algorithm for RC bridge
piers was proposed based on PINN using seismic responses.
Te target of this study is all nonlinear MDOF dynamic system
identifcation. A bilinear-rotational-spring-and-damper model
for an RC bridge pier was assumed. PINN equations were
derived.Te estimation scheme for a large number of dynamic
parameters up to about 50 was developed. Te algorithm was

validated using simulations, showing that the errors of esti-
mated elastic stifnesses, damping coefcients, and DFs are
0.4%, 0.6%, and 3.1%, respectively. Te results using full-scale
shaking table experiments demonstrated that the distributions
of elastic stifnesses and DFs along the pier height not only
indicate the locations and extents of damages but also imply
damage types such as cracks and yielding of rebars and col-
lapses of concrete.

Tis study presented the potential of the PINN to
structural identifcation problems. Training time reduction
and measurement techniques are important directions for
future work. Parallel computing environments should be
advanced for shortening training time. Te quantum neural
network utilizes quantum theory to efciently learn features
and reduce training time compared to NNs [69, 70]. Te
network may be useful for our problem. Acceleration, ve-
locity, and displacement data are needed. Latest camera,
laser, and strain measurement technologies may alleviate the
labors of collecting the measurement data. Te estimated
dynamic parameters may be validated using detailed FEM
and analytical RC column models. Te architecture of the
NN may be improved. Te number of DOF, dimension of
the dynamic model, and complexity of the hysteretic model
may be increased with additional constraints for advanced
condition assessment [71].
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