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Transverse synchronization of vertical displacements of all jacking-up points is an important monitoring indicator to replace
bearings in assembled multigirder bridges during the jacking phase. Currently, using target paper to identify the 3D coordinates of
control points reduces the complexity of monitoring operations and improves the stability of data precision. However, the existing
planar target locating methods have low accuracy, inefciency, and subjectivity, which seriously hinders the construction process
of bearing replacement. Accurately obtaining the center coordinates of multiple targets from a point cloud in a short monitoring
period remains a challenge. Tis study proposes a high-precision automated algorithm to extract target center points in low-
density point clouds to quickly calculate real target center points. First, we construct a standard point cloud model of the target
papers for scanning, including color and geometric features. Ten, we extract the measured point cloud of the typical jacking
operation phase based on the refection intensity and size information. Next, we map the intensity values of the measured point
cloud into the color channel and register the measured point cloud with its standard point cloud model using the normal vector
estimation and colored ICP algorithms. Finally, we extract the center point of the measured targets. Numerical experiments and
engineering test results show that the proposed method converges quickly with high precision and good robustness, which saves
91.4% of the time compared with the traditional method. In general, this research can provide efective technical support for 3D
laser scanning in monitoring the operation phase of bridge jacking.

1. Introduction

Against the backdrop of an aging infrastructure, the notable
rise in trafc volume and load has resulted in cracking,
severe compression deformation, and even disengagement
of the rubber bearings in numerous bridges [1]. Tese
bearing diseases severely restricted the free deformation of
the structure, causing the structure to generate additional
internal forces on the bearing capacity of the bridge [2]. Te
standard method of bearing replacement is to jack up the
main girder, transfer the load from the bearing to a jack,
subsequently replace the bearing, and ultimately transfer the
load from the jack back to the bearing by dropping the girder
[3]. Te synchronization of the vertical displacement of each

girder is an essential indicator in monitoring operations to
prevent any potential harm to the main girder during
construction [4].

Te absolute vertical displacement at each jacking point
on the main girder is an essential parameter for evaluating
structural performance during construction. Currently,
using linear variable displacement transducers is a prevalent
approach for assessing the transverse relative displacement
of bridge superstructures [5]. Tis method of displacement
monitoring is basically possible since a fxed reference point
can be used for installing the sensors. However, the con-
ventional method of acquiring data from displacement
sensors consumes many more monitoring instruments, and
the time-consuming and laborious installation process also
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interferes with the jacking operation. Te limits of contact-
type sensors make it very difcult to assess the safety of
bridges. Terefore, an easy and fast method with stable data
accuracy without causing girder damage is required. To
address these problems, noncontact monitoring techniques
have been developed.

Te application of a 3D laser scanner presents a novel
methodology for addressing the aforementioned challenges.
LiDAR systems can acquire the overall shape of a structure
with precise three-dimensional coordinates in a short period
of time [6]. Terefore, the overall operational difculty of
main girder jacking displacement monitoring can be sig-
nifcantly reduced by extracting the centers of target papers
pasted at each jacking point during diferent typical jacking
operation phases. However, using the target extraction
function in a terrestrial laser scanner requires the user to
manually locate the approximate orientation of each target
for rescanning. Tis procedure is not only inefective, but it
also introduces human subjectivity that compromises the
stability of the extraction accuracy and cannot meet the
demands of the bearing replacement project (Figure 1(a)).
Tus, fast acquisition and accurate analysis of point cloud
data constitute the core problem in 3D laser scanning
monitoring of the synchronization of jacking displacement.

Te displacement monitoring method of 3D laser scanning
combined with target papers generally includes two steps:
acquiring point cloud data and extracting target center co-
ordinates. In point cloud data acquisition, a higher-density
point cloud requires a longer scan time. Although high-density
point clouds provide more detailed features that help obtain
highly precise target center coordinates (Figures 1(b) and 1(c)),
the longer scan time hampers the bearing replacement oper-
ation [7]. In target center coordinate extraction, the extraction
of targets with structured features (sphere targets) is a research
hotspot. For instance, Wu et al. [8] proposed a RANSAC point
cloud spherical target detection and parameter estimation
method based on principal curvature constraints. Te method
improves the ftting accuracy by constraining the quality of the
sample points by the principal curvature. Te extraction of
targets has also utilized methods such as least squares (LSs) [9],
feature-constrained grid search (FCGS) [10], 3D Hough
transform [11], and cluster segmentation [12]. Nevertheless,
installing these targets is a challenge, as maintaining their
relative locations throughout the operation proves to be
a difcult task. Using target papers efectively addresses this
issue. Tere are relatively few studies on the extraction of
unstructured features from point clouds for targets (planar
targets) due to the fact that planar target point clouds do not
have 3D features in 3D coordinates. Te current approaches
typically involve the transformation of 3D point clouds into 2D
images, followed by applying well-established image processing
techniques to extract unstructured features. However, this
process is intricate, resulting in low extraction accuracy and
underutilization of the high-precision 3D coordinates of the
point clouds. Currently, the accuracy of target extraction al-
gorithms relies on high-density point clouds, but this increases
the monitoring time [13]. Tus, using low-density point cloud
data to acquire high-precision target centers is the key to fast
data extraction.

To address the above issues, an algorithm to achieve fast
calculation of planar target center coordinates using 3D
point cloud coordinates and intensity information is pro-
posed based on synchronization monitoring of main girder
jacking displacement in a bridge-bearing replacement
project in Tianjin. To verify the accuracy of the algorithm,
conventional displacement sensors were also installed in this
construction project to monitor the vertical displacement of
the main girder for comparison.

After the introduction section, the contents of the paper
are organized as follows. Section 2 presents an overview of
related work on displacementmonitoring of structures using
3D laser scanning and point cloud extraction of target
features. Section 3 describes the project background for this
research. Section 4 describes the proposed algorithm for fast
extraction of planar targets, which is accompanied by ex-
perimental tests. Section 5 describes the application of the
proposed approach to an actual bearing replacement project.
Finally, Section 6 concludes the study.

2. Related Work

2.1. Displacement Monitoring Method Using 3D Laser
Scanning. In the feld of structural health monitoring, the
relative displacement of a structure is an important moni-
toring component as it provides direct information about
the actual stifness of the structure. 3D laser scanning can
obtain geometric data with high speed and millimeter-level
accuracy and has been extensively applied in structures'
displacement and deformation monitoring. For instance,
Farahani et al. [14] employed a camera and a circular laser
module to construct a machine vision system for capturing
a point cloud of the full 3D tunnel profle over time. Te
deformation variation undergone by the tunnel under
compressive loading conditions could be identifed by
measuring the displacement feld of the tunnel profle. Liang
et al. [15] acquired two sets of spatial point cloud data for
self-anchored suspension bridges with an interval of 2 years
using 3D laser scanning. Te changes in horizontal cable
force and suspender force were obtained by comparing the
displacements of the girders, cables, and tower tops. Cha
et al. [16] proposed a novel method for monitoring the
overall defection of a structure based on point cloud data.
Te method continuously divided the point cloud space to
create internal nodes, and the vertical displacement value
was calculated by searching for the nodes where the de-
formation occurred. Yunmei et al. [17] proposed a multi-
point chain laser detection method for dynamic defection of
super long-span bridges, which realizes real-time acquisition
of multipoint displacements of bridges by constructing
a multipoint defection parameter detection model based on
chain laser reference and image processing. Zvegintsev and
Kislovsky [18] used 3D laser scanning to monitor the linear
alignment of a rigid skeleton arch bridge during construc-
tion. Tey extracted the deformation results of the ring
section on the arch ring and columns by employing a radial
sliding window algorithm based on the ftted polynomial
curvature. Li et al. [6] used 3D laser scanning to predict the
alignment of concrete cable-stayed bridge assemblies. Te
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method utilizes target papers to identify the 3D coordinates
of control points and virtual preassembly by aligning ad-
jacent segment point cloud models to predict the bridge
alignment. However, these methods are time-consuming in
the data acquisition phase, which can lead to the inability to
provide a timely solution for the deployment of adjustment
operations during the jacking of the main girder, hindering
the operational process of bearing replacement. In addition,
these methods are neither accurate nor efcient when
extracting the coordinates of the same feature points at
diferent times under the discontinuous and low-density
point cloud environment. Te relative positions of the
monitoring points in jacking displacement monitoring must
be the same in various construction stages. Terefore, the
optimum strategy in practical applications is to use targets
for the purpose of extracting the precise coordinates of the
jacking points.

2.2. Feature Point Extraction Technique Based on Point Cloud
Data. It is necessary to implement a target-based approach
to monitor the displacement of the jacking point efectively.
Te process of extracting the target’s central point is closely
associated with the feature point extraction method, which
relies on point cloud data. Tis study categorizes the target
into two distinct types of characteristics: structured features
and unstructured features, based on the diferent methods
employed for their extraction. Structured features refer to
targets with three-dimensional shape characteristics within
a three-dimensional space.Tese targets can take the form of
spherical or prismatic shapes.Tis type of feature has a shape
expression in the point cloud and can be detected according
to the spatial coordinate characteristics of the target. Te
unstructured feature is that the target has only two-
dimensional features in three-dimensional space, such as
planar targets. Tis target type lacks discernible character-
istics that can be extracted from the coordinate space. Tus,
its extraction relies on attribute information, such as in-
tensity or color, derived from the point cloud model.

In terms of structured feature extraction from point
clouds, Shi et al. [19] proposed an iterative algorithm for the
center extraction of spherical targets.Temethod utilizes the
centroid of the point cloud and the estimated radius of the

spherical target as constraints and uses a grid search to
determine the optimal solution of the parameters. Li et al.
[20] designed a surface-ftting model for a spherical target
and utilized the robust least-squares method to get the
model parameters from a point cloud containing noise.
Stalowska et al. [21] used the coordinate and intensity in-
formation of point clouds to detect planar cracks by their
curvature and intensity variations. Zhou et al. [22] extracted
the point clouds of the edges of circular holes in the plane by
clustering and radius nearest neighbor algorithm. Habib and
Lin [23] used a seeded region growing algorithm to extract
point, planar, and line features from point clouds based on
the kd-tree data structure. Yoshizawa et al. [24] used
principal curvature values combined with polynomial ftting
to extract features in the triangular mesh.

For unstructured feature extraction, the German com-
pany Leica has built-in a planar target recognition function
in the 3D laser scanner, which is capable of manually lo-
cating the rough target position, and consequently, high-
resolution scanning is performed in the vicinity. When
a target is scanned, the acquisition software automatically
calculates its center by applying an algorithm for its mea-
surement. However, the algorithms implemented in com-
mercial software are unknown for the most part [25]. In
addition, the subjectivity and efciency of the method are
insufcient in engineering. Brenner [26] applied the SIFT
method to extract feature points from the intensity in-
formation of the point cloud and the geometric constraint to
exclude false matches. Combining 2D images with 3D point
cloud processing algorithms is the current method with high
efciency and accuracy. Liu et al. [27] converted point cloud
data into images, segmented the target using a neural net-
work model, and estimated the target center coordinates
using the pixel near the center of the target image. Alsha-
wabkeh [28] used color images and point clouds to auto-
matically extract planar linear features. Te point cloud data
with unstructured features are frst converted into a series of
2D images with added color information, and then, the
linear edges in the images are extracted using the Canny
operator and fnally mapped back to the 3D point cloud.

Nevertheless, the primary drawback of these algorithms
is that the processing results depend strongly on the quality
and resolution of the point clouds. Currently, there are

Figure 1: Extraction error of target center: (a) extraction error of scanner built-in algorithms, (b) extraction errors in high-density point
clouds, and (c) extraction errors in low-density point clouds.
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relatively few studies on the direct extraction of unstructured
features from point clouds. Te existing methods generally
convert 3D point clouds into 2D images and then use more
mature image processing techniques to extract unstructured
features. However, the operation process is complicated, the
extraction accuracy is low, and the high-precision 3D co-
ordinates of point clouds are not fully utilized. Tus, the
research primarily focuses on obtaining precise planar target
center coordinates during operations using low-resolution
point clouds with reduced collection periods.

3. Project Background

A bridge in Tianjin is a prestressed concrete continuous
girder bridge, with its span arrangement being 23.764m
+ 3× 21.6m+ 23.764m, its bridge length 117m, transection
arrangement 1.0m (facility belt) + 11.0m (carriageway) +
0.5m (crash barrier), and the full width 12.5m. Te su-
perstructure is a prestressed concrete girder, the sub-
structure cylinder pier, and the bearing plate rubber bearing.

After a long time of service, the defection of the bridge’s
main girder and the nonuniform settlement of its foundation
have caused disengaging, aging, and cracking of the bearings
and an inability for free deformation (Figure 2(a)); therefore,
the need to replace its bearings and girder synchronous
jacking technology is used for bearing replacement [29–31].
Te transverse synchronization of its vertical displacement is
an important monitoring index to prevent the relative
displacement diference of each main girder from exceeding
the limit value. Yet, due to the narrow space at the bearing,
the installation of the traditional displacement gauge is
complicated, and data loss and distortion caused by the
working interference frequently occur (Figure 2(b)).

4. Extraction Method of the Center
Coordinates of the Plane Target

Te overall thinking of the intelligent extraction and reg-
istration algorithm for target papers is as follows:① extract
targets fast in the whole point cloud model of a typical
jacking construction process with intensity and the actual
size of the target as constraints, ② create a standard point
cloud model of the target paper with color and geometric
feature information as the matching source point cloud,③
estimate the normal vectors of each target plane in the point
cloud, ④ use the target point cloud of the typical jacking
construction phase as the target point cloud and the colored
ICP algorithm [32] for matching,⑤ determine the center of
the physical target by extracting the coordinates of the
theoretical target center in the source point cloud after
matching, and⑥ calculate the vertical displacement of each
main girder jacking from the coordinate diference. Te
algorithm fow is shown in Figure 3.

4.1. Coarse Extraction of Target PointCloudBased on Intensity
Information. Only the part with a similar intensity to the
target is retained for the whole point cloud measured in the
typical jacking phase. Te DBSCAN clustering algorithm

[33] is used for classifcation, and the classes that do notmeet
the size threshold of the target paper are deleted by calcu-
lating the size of the bounding box of each class in the
point cloud.

4.1.1. Point Cloud Filtering Based on Intensity. Intensity is an
additional parameter obtained in laser scanning measure-
ments. It describes the mathematical relationship between
the laser-transmitted power (PT) and the received power
(PR) [34, 35]. Te mathematical expression is as follows:

PR �
πPTρ cos α

4R
2 ηAtmηSys, (1)

where PT is the transmitted signal power and ηSys is the
system transmission coefcient in (1), both dependent on the
specifcations of the scanner and their values remain con-
stant during the scanning process. ηAtm is the atmospheric
transport factor, which can be identifed as a constant under
a constant environment [36]. Te angle of incidence (α) and
scanning range (Rs) have negligible efects on the intensity
magnitude at small scanning distances (within 15m)
[37, 38]. Temost important infuence on the intensity is the
refectance of the measured object (ρ), whose value is related
to the physicochemical properties of the object surface [39].
Research shows that the color of the object’s surface has the
greatest efect on the laser signal power, followed by
roughness [40].

Planar targets generally consist of geometric shapes with
a signifcant diference in color (Figure 4). However, the
color information cannot be directly obtained from the laser
signal. It is then necessary to take photos of the scene within
the scan area in batches and map the color information into
the point cloud after the scanning. Tis process is time-
consuming and can hinder construction progress [41, 42].
Te color information has the greatest efect on the refected
intensity of the laser signal in an unchanging environment
[43]. Pure black and white in the point cloud have more
extreme refection intensity values. Paper has less roughness
than concrete surfaces, which contributes to target extrac-
tion in complex environments. Tus, intensity information
can be used to extract planar targets. Te laser signal pro-
vides the refected intensity values, which are quickly ob-
tained at the end of the frst scan.

According to the given point cloud model
P � pi , pi ∈ R4, i ∈ 1, · · · , N{ }, a description of the steps is
given as follows: step 1: set datamax and datamin, the upper
and lower limits for the extraction intensity; step 2: choose
an arbitrary point p ∈ P as the starting point, and traverse all
points. If point p is within the intensity extraction threshold,
it is then marked as a local point and put into C. If point p is
not within the threshold, then p ∈ Z, P � P − p ; step 3:
repeat step 2 until P � ∅; step 4: outlier rejection is per-
formed on the obtained point set C. Select a point p ∈ C,
build a sphere with point p as the center of the circle, set the
parameters nb_points as the minimum number of points in
the sphere, and Ri is the radius of the sphere for calculating
the number of points in the neighborhood of the point p. If
the number of points in the sphere where point p is located is
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greater than nb_points, then point p is retained as a local
point. If the number of points in the sphere where point p is
located is less than nb_points, then point p is marked as an
outlier, p ∈ N, C � C − p ; step 5: repeat step 4 to instruct
all data points to be marked, and the data point fltering is
fnished.

4.1.2. Clustering Based on Point Cloud Density. Te intensity
values of target papers are greatly diferent from their
surroundings because of their pure black and pure white
colors. After fltering according to the intensity, the
remaining point clouds are not uniformly distributed and
scattered in the environment. Te point clouds at the targets
are complete and homogeneous, so the density clustering
algorithm can extract the point clouds containing the target.

In this paper, the DBSCAN clustering algorithm [33] is
adopted as a tool for the initial extraction of the targets. Te
specifc steps of the algorithm are as follows: step 1: draw
a circle with eps as the radius, taking each data point xi as the
center of the circle.Tis circle is called the eps neighborhood
of xi. Step 2: examine the neighborhood formed by each
point with eps as the radius. If the number of points in
a particular neighborhood is above the set threshold
min_points, then the center of that neighborhood is the core
object. Any point that is not the core object but is still within
the neighborhood of the core point is called a boundary
point. A point that is neither a core point nor a boundary
point is called a noise point. Step 3: repeat the above steps for
all data points. Te algorithm determines all data points to
be either noise points, core points, or boundary points

Figure 2: Bearing damage: (a) bearing aging cracking and unable to free deformation and (b) space for bearing work.

Input
(Point cloud with

intensity)

Filtering point clouds using
intensity information

Clustering based on point cloud
density

Category filtering based on
target size

Coarse extraction of target point cloud

Construction of a standard point
cloud model for target papers

Calculate target normal vectors
in point cloud data

Colored ICP algorithm matching

Calculation of target center coordinates

Output
(Target center
coordinates)

Figure 3: Fast extraction process of target center coordinates.

(a) (b) (c)

Figure 4: Various types of planar targets.
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(Figure 5), eliminates the noise points directly, and classifes
into the same category the subcore points and their
boundary points belonging to the same core point.

4.1.3. Coarse Extraction of Planar Targets. After the point
cloud clustering, the classes that do not belong to the target
need to be removed. Te target paper has a fxed size.
Terefore, by calculating the size of each class and com-
paring it with the actual size of the target, the classes that do
not meet the size requirements can be removed, and fnally,
all the targets contained in the point cloud data can be
extracted. However, the point cloud data are irregular and
disordered, and the size information of the point cloud can
be better illustrated by solving the optimal surrounding
space of the 3D discrete data point set and estimating its size
[44, 45]. Te optimal surrounding space is usually a geom-
etry with a simple shape. It is called a bounding box.
Currently, the common ways to construct data point set
bounding boxes are axis-aligned bounding box, bounding
sphere, and oriented bounding box [46].

To estimate the size of each type of point cloud, the
bounding box size needs to be calculated in order to
completely and clearly extract the point clouds that meet the
dimensions of the target. Te target paper has a regular
geometric shape in the point cloud. Hence, the axis-aligned
bounding box is chosen to solve the dimensions for each
type of point cloud, as shown in Figure 6.

4.2. Target Center Coordinates Extraction Method Based on
Colored ICP Model Matching. Te geometric and color
features of target papers are fxed, so matching the
standard point cloud model containing the theoretical
target centers fnely with the measured targets can im-
prove the extraction accuracy and the iterative conver-
gence of the algorithm. First, a high-density source point
cloud model with geometric and color features of target
papers is built. Ten, the normal vector of each target in
the target point cloud is calculated to achieve more ac-
curate registration. Finally, the fne matching of the two
point clouds is performed by the colored ICP algorithm.
By extracting the center coordinates of the target from the
source point cloud, the absolute coordinates of the target
center are obtained.

4.2.1. Building a Standard Point Cloud Model of the Target
Paper. Te target paper’s standard point cloud model is
expressed by building a multidimensional matrix based on
the Numpy programming library [47]. Te point cloud is
modeled according to the target paper’s size, geometry, and
color. Te modeling steps are as follows:

Step 1: defne the range datasize for the generation of
the point cloud model (including the length, width, and
height of the model)
Step 2: defne the density ρs of the point cloud model,
which in turn automatically calculates and specifes the

position of each coordinate point in the point
cloud model
Step 3: assign 3D coordinate (xyz) and color (rgb)
information to each point, which in turn generates an
empty matrix with six dimensions
Step 4: update the origin position and coordinate
system, using the data point at the center of the target as
the origin
Step 5: calculate the coordinate information and de-
termine the color information one by one by cycling
through the ranks of the matrix

(1) Coordinate information: Automatically calculated
by the set datasize and ρs parameters.

(2) Color information: Judgment is made according to
the constraints set by users. Take Figure 7 target
paper as an example. When the circle equation
satisfes x2 + z2 >R, the data points are marked as
white; when the circle equation satisfes x2 + z2 ≤R

and π/4< θs < 3π/4 or 5π/4< θs < 7π/4, the data
points are marked as black. Te rest of the data
points are marked as white.

Step 6: repeat step 5 until all data points are judged, and
the data are updated into the matrix

Figure 5: DBSCAN clustering schematic.

Figure 6: Axis-aligned bounding box.
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4.2.2. Estimation of the Normal Vector of the Target Plane.
Te use of point cloud normal can provide a better initial
position for the matching point cloud and improve the
accuracy and efciency of the registration [48–50]. In this
paper, the kd-tree algorithm is used to achieve fast retrieval
of the nearest neighbors [51, 52]. When a set of neighbor-
hood points is found and denoted xi ∈ Rn, i � 1, 2, · · · , m,
a plane can be found in space (Figure 8(a)) such that a point c

on this plane and its normal vector n satisfy:

min
c,n,‖n‖�1



m

i�1
xi − c( 

T
n 

2
, (2)

where c is the centroid of xi points, which can be expressed
as �x � 1/m

m
i�1xi; the vector inner product is the projection

of the neighboring points xi on the normal vector n of the
plane after subtracting the centroid c. In reality, it is im-
possible for all neighboring points to be exactly on the same
plane.Terefore, the minimum value of their projection sum
is used (Figure 8(b)).

Normalizing all data points, we get
X � [x1, · · · , xm], xi � xi − �x, i � 1, · · · , m, and the problem
is transformed into solving:

min
n∈Rn



m

i�1
x

T

i n 
2
, s.t. : ‖n‖2 � 1. (3)

Expanding and recombining them gives

min
n∈Rn

n
T X X

T

n, s.t. : ‖n‖2 � 1. (4)

Equation (4) can be solved by using principal component
analysis (PCA), using the eigenvector corresponding to the
smallest eigenvalue in the solution X X

T
as the principal

component. According to the defnition of Rayleigh quotient
λminxTx≤xTAx≤ λmaxx

Tx, the minimum eigenvalue of

matrix A can be obtained [53]. Using the SVD de-
composition for X X

T
, we obtain X X

T
� UrΣ2UT

r , and thus,
the eigenvector corresponding to the smallest eigenvalue can
be obtained from Ur.

4.2.3. Fine Matching of Target Point Clouds Based on Colored
ICP. Color-based iterative closest point algorithm (colored
ICP) [32] can jointly optimize geometric and color in-
formation and use the point-to-plane distance to calculate
the geometric distance in the loss function E(R, t). Te
geometric information is the distance between the tangent
plane of the data points in the source point cloud and the
corresponding points in the target point cloud. Te color
information is the diference between the color of the data
points in the source point cloud and the projected color on
the tangent plane of the corresponding points in the target
point cloud. Te loss function consists of two terms with
empirically determined weights and is optimized iteratively
during the registration period.

Te point set P � p1, · · · , pNp
 , pi ∈ R6 is given as the

source point cloud, and the point set

Q � q1, · · · , qNq
 , qi ∈ R6 is given as the target point cloud,

where P and Q are the point clouds of two colors. In order to
take the color luminosity into account in the optimization
function, a joint optimization function is, therefore, for-
mulated, which is expressed as follows:

E(R, t) � (1 − σ)EC(R, t) + σEG(R, t), (5)

where EC is the loss function of color luminosity, EG is the loss
function of geometric information, and σ ∈ [0, 1] is set em-
pirically to balance the weights of these two items. Te two
terms in (5) are solved, respectively, in the following section.

Target paper Standard point cloud model of target paper

3π/2

π

π/2

R

0

z y
x

Figure 7: Diagram of the process of building the standard point cloud model of the target.
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(1) Solving for Color Information Items. Given that P is a set
of points with color information, let C(p) be a discrete
function that can retrieve the color value of each point pi. In
order to be able to use the color luminosity information in
the subsequent least-squares optimization function, it is
necessary to reduce C(p) to a continuous function so that its
gradient can be calculated. To reduce it to a continuous
function, a virtual orthogonal camera is conceptually in-
troduced for each point p ∈ P, which observes the point
along the direction np normal to the tangent plane of point
p. Te image observed by its virtual camera can be pa-
rameterized so that the color information of point p can be
expressed as a continuous color function Cp(u), where u is
a vector emanating from point p along the tangent plane of
point p, satisfying u · np � 0. Te function Cp(u) can be

expressed approximately as a frst-order approximate ex-
pansion of this function at point p as follows:

Cp(u) ≈ C(p) + dp
T
u, (6)

where dp is the gradient of the function Cp(u), which can be
calculated by applying least squares to the gradient of
{C(p′)

p′ ∈ Np}, where Np is the point of the neighborhood
of point p. To calculate the gradient, introduce the function
f(s), which is the function that projects the point s to the
tangent plane of the point p and which satisfes

f(s) � s − np(s − p)
T
np. (7)

Tus, the least-squares optimization function for com-
puting the gradient dp changes to

L dp  � 

p′∈Np

Cp f p′(  − p(  − C p′(  
2
≈ 

p′∈Np

C(p) + dp
T

f p′(  − p(  − C p′(  
2
.

(8)

Equation (8) satisfes the condition dp
Tnp � 0. Tis al-

lows solving the solution of this linear least-squares opti-
mization, which in turn leads to the solution of the function
Cp. Tus, the loss function EC(R, t) of the color luminosity
part of the joint optimization function E(R, t) can be defned
as follows:

EC(R, t) � 
N

i�1
Cp q′(  − C(q) 

2
. (9)

Te q′ � f(R, t) in (9), which is the projection function
that satisfes (7).

(2) Solving for Geometric Information Items. Te following
section optimizes the loss function of geometric information
in the joint optimization function E(R, t). Te traditional
ICP registration method calculates the optimized value by
point-to-point correspondence (pink dashed line in Fig-
ure 9); i.e., the data points in the source point cloud can only
correspond to the data points that exist in the target point
cloud. Te error matrix is continuously iteratively calculated
by calculating the corresponding point-to-point distances to
minimize the error matrix. However, this distance calcu-
lation method is mostly wrong. Terefore, a simplifed
point-to-plane correspondence method is proposed to

ensure computational speed and accuracy. Tis corre-
spondence method can achieve more accurate matching by
fnding the corresponding point in the target point cloud
and the plane formed by its neighbors and then calculating
the distance from the point to the plane as the basis for the
distance calculation. Te point-to-plane distance calculation
is shown in Figure 9.

Given the point set P � p1, · · · , pNp
 , pi ∈ R3 as the

source point cloud, the point set Q � q1, · · · , qNq
 , qi ∈ R3

as the target point cloud, and ni as the normal vector of the
tangent plane at qi; the error matrix can be defned as
follows:

E(R, t) � 
N

i�1
Rpi + t − qi( 

T
ni 

2
. (10)

Conversion of the least-squares optimization function in
(10), which can be solved linearly, will greatly simplify the
solution of the problem. Since the iterative closest point
(ICP) is an iterative algorithm, it can be assumed that the
rotations and translations performed in each iteration will
not be large, i.e., the rotation angles α, β, c⟶ 0. Terefore,
when θ ≈ 0, cos θ ≈ 1, sin θ ≈ 0, θ2 ≈ 0. Tus, the rotation
matrix R is as follows:

Plane
n

c

(a)

n d

c

x i-c

(b)

Figure 8: Point cloud plane normal vector diagram.
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R ≈

1 αβ − c αc + β

c αβδ + 1 βc − α

−β α 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≈

1 −c β

c 1 −α

−β α 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (11)

Now, the loss function E(R, t) contains 6 unknowns:
α, β, c, tx, ty, tz, which can be expressed in linear form and to
which the fush coordinate transformation is applied:

E(R, t) � 
N

i�1

R t

0 1
 

pi

1
  −

qi

1
  

T
ni

0
 ⎛⎝ ⎞⎠

2

. (12)

Te solution of this function is obtained by organizing
the loss function E(R, t) into the form Ax � b, where
x � [α, β, c, tx, ty, tz]T:

x̂ � A
T
A 

− 1
A

T
b, (13)

where A �

a11 · · · a1z

⋮ ⋱ ⋮
aN1 · · · aNz

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, ai1 � nizpiy − niypiz,

ai2 � nixpiz − nizpix, and ai3 � niypiz − nixpiy; b �

n1xq1x + n1yq1y + n1zq1z − n1xp1x − n1yp1y − n1zp1z

⋮
nNxqNx + nNyqNy + nNzqNz − nNxpNx − nNypNy − nNzpNz

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦

in (13).
Te rotation matrix R and translation matrix t are ob-

tained by solving x̂ � (ATA)− 1ATb.
Te algorithm fully uses 3D coordinates and refection

intensity information to extract planar targets automatically
in a point cloud environment. By matching it with the
standard point cloud model created by the Colored ICP
algorithm, the center coordinates of the targets are extracted
with high accuracy in the low-density point cloud.

4.3. Experimental Verifcation. Since multiple feature points
need to be extracted during the jacking of the main girder,
the proposed algorithm was used to perform the coordinate
extraction of numerous target points, and the accuracy and
reliability of the method were verifed. In particular, the
accuracy stability and algorithm convergence of the pro-
posed method are verifed by comparing the accuracy of
target center extraction under diferent scanning resolutions.
Te accuracy of the proposed method is compared with that
of the traditional method, and it is verifed that the algorithm
of this paper signifcantly improves the accuracy of target
center extraction at lower scanning resolution.

4.3.1. Experimental Background. To verify the feasibility and
accuracy of the above method, a Leica ScanStation P40
terrestrial 3D laser scanner and a total station were adopted
to place six target papers with a radius of 0.1m on the
outdoor site. Te confguration of the validation test is
shown in Figure 10. Tomaximize the simulation of the actual
scanning environment, the horizontal scanning distance was
15m and the vertical angle was 30°. In this paper, four
resolutions are selected for the experiment, namely, 12.5m@
10m, 6.3mm@10m, 3.1mm@10m, and 1.6mm@10m,
where 12.5m@10m means that the horizontal and vertical
distance between neighbors in the point cloud is 12.5m
when the scanning distance is 10m. Te center coordinates
of the targets are extracted by a 3D laser scanner and a high-
precision total station. Te coordinates collected by the total
station are used as the theoretical values.

4.3.2. Analysis of Experimental Results. Te experiment uses
the data obtained from the total station as the theoretical
coordinate value of the target center. Since the target paper is
pasted on the wall, the calculated deviation value of the
coordinates is mainly afected by the diference of the x and z
directions. Te infuence of the y direction, which is per-
pendicular to the wall, is minimal. So, the extraction error is
calculated by the following equation:

∆d �

��������������

∆x
2

+ ∆y
2

+ ∆z
2



,∆y � 0, (14)

where ∆d represents the mutual diference between the
theoretical coordinate value of the target center and the
matched value, and ∆x and ∆z are the coordinate diference
values in the corresponding directions.

Tis paper uses the k-nearest neighbor algorithm [54] to
simulate the traditional target center extraction method.Te
theoretical target center coordinates are used as the sampling
point, and the Euclidean distance between the sampling
point and other points is calculated, from which the closest
point to the sampling point is found as the result of the
traditional extraction of the target center.

Te scanning point clouds of the target papers at the four
resolutions in the validation experiment are depicted in
Figure 11. Te scanner captures an initial number of
52,321,666 point clouds at the highest scanning resolution.
Te suggested technique successfully fltered the point
clouds based on intensities and removed outliers, resulting
in a remaining count of 116,895. Tis indicates that the
proposed approach exhibits a signifcant efciency level in
fltering data during the coarse extraction phase. From
Figure 12, it can be seen that the accuracy of the target center
coordinates extracted with the algorithm in this paper is
close to the accuracy measured by the total station and is
much higher than that extracted with the traditional
method. With the increase in scanning resolution, the
density of the point cloud increases signifcantly. Although
the extraction accuracy of the traditional method is im-
proved, the error fuctuation is large and irregular. Tus, it
cannot meet the engineering accuracy requirements. On the
other hand, the proposed algorithm can still maintain the

Source planeSource Point Cloud

Target point cloud Tangent plane Target plane
q1

q2

q3

n3

p3
p2

l2

p1

l1

n2

n1

l3

Figure 9: Calculation of point-to-plane distances in the iterative
nearest point algorithm.
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same extraction accuracy with a change in point cloud
density. It is not afected by the scanning resolution and can
obtain high-precision target center coordinates in the low-
resolution point cloud data, which signifcantly shortens the
data acquisition time in engineering applications, and the
method is robust and feasible.

4.3.3. Algorithm Evaluation. Te registration accuracy of the
color-based iterative nearest point (colored ICP) directly
determines the accuracy of the target center coordinate
extraction, where the root mean square error (RMSE) is used
as the registered error, and the formula is as follows:

RMSE �

������������������

1
Np



Np

i�1
Rpi + t − qj

�����

�����
2




. (15)

Figure 13 shows the trends of RMSE with the number of
iterations for the four resolutions of the point cloud data. On
the whole, the iterative convergence and matching accuracy
of the algorithm are basically the same for diferent reso-
lutions of the point cloud, and the RMSE of the algorithm
tends to be stable when the number of iterations >5.

Compared with the other resolution data, the low-density
point cloud with the resolution of 12.5m@10m, due to the
large diference in the number of point sets between the
source and target point clouds, shows relatively more
fuctuation after RMSE stabilizes, resulting in the change of
matching in each iteration not as smooth as that of the high-
density point cloud. However, the overall matching accuracy
is controlled below 0.0012m.

Figure 14 depicts the mean values of extraction accu-
racy and their standard errors for diferent extraction
methods at four resolutions, and the error bars in the fgure
are described using standard errors. Te average error
accuracy of the conventional method increases with in-
creasing scanning resolution because it can only extract the
3D coordinates of existing points in the point cloud. As the
scanning resolution increases, the point cloud data near the
center of the target become more intensive, and then, the
extraction accuracy of the conventional method is im-
proved. As can be seen from Figure 14, the proposed al-
gorithm has the largest error at a scanning resolution of
3.1mm@10m. Tis can be explained by the variability of
beam refections, i.e., the distortion of intensity values in
regions characterized by color transitions [55]. As shown in
Figure 11, the intensity values of the point cloud are ab-
normal at the transition between the black and white colors
of the target. Te resolution of 3.1mm@10m has the
highest percentage of outliers to the inner points in the
target, amounting to 15.21%.Te outliers at the edges of the
sector region interfere with the registration accuracy of the
colored ICP. Tis is because the principle of the method is
to fnd the nearest point pair in two point clouds based on
the intensity parameter [56]. Te extraction accuracy of the
algorithm remains below 1.3mm for four resolutions, with
slight fuctuations in accuracy. Te standard error remains
around 0.28 for all four resolutions, and the diference
between the sample mean and the population mean is
small, which is strongly representative of the sample data
and a low extraction error for diferent qualities of the
point cloud.

5. Project Example Analysis

Tis study focuses on the bearing replacement project for
Jiuwangzhuang Bridge in Tianjin. Te displacement of each
girder was monitored during the bearing jacking operation
using two methods: displacement sensors and a terrestrial
3D laser scanner combined with target papers.

5.1. 3D Laser ScanningMeasurement Preparation. Te target
papers were posted at the diaphragm and the cover beam
near each main girder to improve measurement quality and
facilitate the pasting. In the following data processing, three
methods were used: (1) the algorithm of this paper; (2)
cyclone commercial software for processing point clouds,
which employs the center of the target at the cap beam as the
matching point for registration, both before and after
jacking. Additionally, commercial software is employed to
obtain the displacement diference value; (3) displacement

Target paper

3D Laser Scanner

15 m

Figure 10: Confguration of validation tests.

Figure 11: Scanning point cloud of verifcation experiment.
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sensors, which were deployed on-site as shown in Figure 15.
Te CPU used in the project example is Intel Core i7-
7700HQ.

5.2. Target Point Cloud Preprocessing. Figure 16 displays the
point cloud obtained during the jacked construction phase
of the main girder. Te initial number of point clouds ac-
quired from the scanning process is 32,314,359. First, the
point clouds with large intensity diferences from the target
are eliminated to achieve preliminary fltering. However,
there are still a large number of outliers in the point cloud,
which are removed using the radius-based point cloud fl-
tering method, as shown in Figure 17.Te number of fltered
point clouds is 33,646.

As can be seen in Figure 17, with the point clouds
bearing large diferences from the intensity values of the
target eliminated, there are still many discrete point clouds
in space. According to the distribution features of the point
clouds at the target, the point clouds with higher density are
segmented using the clustering algorithm. To determine
appropriate parameters eps and min points, diferent pa-
rameters are used to cluster the targets. Te process for
debugging the clustering parameters is shown in Figure 18.

As can be seen in Figure 18, with min points fxed, the
number of core points in each class increases with the in-
creasing of eps. Tis is due to the fact that increasing eps
causes the search neighborhood of each data point to be-
come larger, and the point clouds closer to the target are
included in the same class (red dashed line in Figure 18).
When eps is fxed, the increase of min_points retains the real
point cloud with less density from being successfully clus-
tered (red dashed line in Figure 18). Tis is because as
min points increases, the number of data points within the
eps neighborhood required to be determined as core points
increase, resulting in only the higher density point clouds

clustered into one class. To ensure the rate and efect of
clustering, 0.15 and 400 are chosen as the values of eps and
min points, respectively, for the extraction of clusters of
target point clouds, and the clustering results are shown in
Figure 19.

Te point clouds of diferent colors in Figure 19 rep-
resent diferent classes. Te DBSCAN clustering algorithm
has successfully segmented and distinguished the targets.
However, the algorithm also classifes other high-density
point clouds in the point cloud into a class. By calculating the
bounding box of each class of point clouds to determine its
size, the point clouds with large diferences from the target
size are eliminated. Finally, all the targets are successfully
extracted, as shown in Figure 20.

5.3. Planar Target Center Coordinate Extraction. Te stan-
dard point cloud model of the target paper is shown in
Figure 21(a). Te normal vectors of the source and target
point clouds are calculated before matching, which can
greatly reduce the root mean square error in the initial
matching and provide a better initial position for the two
point clouds to be matched.Te initial matching result of the
target after one iteration of the algorithm is shown in
Figure 21(b), which shows that the initial positions of the two
point cloud planes have a larger overlap after one iteration of
the algorithm.

In this paper, two conditions were set to terminate the
iterative matching—the point cloud overlap area (ftness)
and the root mean square error (RMSE). Te fnal matching
results are shown in Figure 21(c), where the red area is the
overlap between the source point cloud (standard point
cloud model) and the target point cloud, and it can be seen
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Figure 15: Scanning site for bearing replacement.

Figure 16: Scanning point cloud of the construction site.
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that the black sector of the two targets completely overlaps
and the RMSE of the point cloud matching is stable at
0.00115m. Te matching results of all target papers after the
jacking is completed are shown in Figure 22.

To facilitate subsequent applications, the recommended
values of some parameters and the time spent to fne-tune
them are listed in Table 1. Most parameters are insensitive to
values within the recommended range. Tus, subsequent
applications can fne-tune the parameters in a brief time.
Terefore, the proposed method can save time compared to
existing practices despite considering the fne-tuning
procedure.

5.4. Girder JackingDisplacementMonitoring. Figures 23 and
24 depict the three calculated results of the displacement
diference of each piece of the girder during jacking and
dropping, respectively.

In this paper, the data acquired by displacement sensors
are used as the theoretical standard to analyze three kinds of
girder jacking displacements obtained through point cloud
data. From Figures 23 and 24, it can be seen that the ele-
vation diference values calculated using cyclone software
are generally close to the theoretical values, but the data
accuracy fuctuates more and the scanning time is longer
compared with the algorithm in this paper. Te elevation

Figure 17: Filtered point cloud data based on target intensity values.

eps:0.7 min_points:400

eps:0.5 min_points:400

eps:0.2 min_points:400

eps:0.15 min_points:600

eps:0.15 min_points:400

eps:0.15 min_points:200

Figure 18: DBSCAN parameter debugging efect diagram.

Point cloud clusters of target papers

Point cloud clusters of outliers

Figure 19: Point cloud data after DBSCAN clustering.
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diference calculated by the algorithm in this paper is the
closest to the theoretical value, and the deviation is basically
within 1mm. Also, owing to the iterative matching algo-
rithm in this paper, the target center calculation accuracy
reaches submillimeters, which is the same as the displace-
ment sensor. Te above analysis shows that the algorithm
proposed in this paper has the highest accuracy of target
center extraction and the lowest operational complexity.

Te comparison of the time required for the proposed
method with commercial software to locate the target and
the use of displacement sensors is listed in Table 2. Te time
consumed by the proposed method includes the acquisition
time t1 for the base point cloud data, the time t2 for exe-
cuting the algorithm to identify the targets and perform
displacement calculations, and the time t3 for the setup and
debugging of the equipment. Te application of point cloud
commercial software for the computation of the main girder
jacking displacement requires extracting target papers by
employing the built-in planar target recognition function of
TLS. Terefore, the method increases the consumed time t4
to manually roughly locate the targets using TLS and the
time t5 for TLS to perform high-accuracy scanning in the
vicinity of the approximated position. Te amount of time
required for utilizing the displacement sensor is solely t3. T

represents the total time required for each approach. Te
variables t1, t2, and t5 represent the time during which the

Target point cloud filtering based on bounding box dimensions

All the planar targets are extracted from the point cloud

Figure 20: Filtering target paper point clouds using bounding box dimensions.

Figure 21: Process of matching target using colored ICP: (a) standard point cloud model of target paper, (b) the result of the proposed
algorithm’s frst matching, and (c) the fnal result of algorithm matching.

Figure 22: Final matching results for all targets.
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equipment and algorithms operate, independent of any
infuence from human subjectivity. t3 is the time for two
skilled workers to perform the operation, and the time re-
quired can be further reduced if there are more workers. t4
does not vary with the number of workers. Based on op-
erational experience, this value varies slightly depending on
the profciency of the workers.

As can be seen from Table 2, the proposed method
exhibits the shortest overall duration, with about 90% of the
total time being allocated to the equipment setup phase. Te
proposed method demonstrates a signifcant time-saving of
98% during the data acquisition phase and a substantial
reduction in monitoring duration compared to conventional
commercial software approaches for target extraction. Te
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Figure 23: Girder jacking displacement.
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Figure 24: Girder drop displacement.

Table 2: Time required for the three monitoring methods.

t1 (s) t2 (s) t3 (s) t4 (s) t5 (s) T (s)

Proposed method 12.0 3.6 138.0 — — 153.6
Commercial software 79.0 7.5 138.0 307.0 208.0 739.5
Displacement sensor — — 1793.0 — — 1793.0
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total time spent using the displacement sensor is the longest,
which is 11.7 times longer than the proposed method. In
addition, the main girder of the project is comprised of fve
T-shaped girders. Terefore, the time required for the
aforementioned statistics is determined by measuring the
displacement of fve monitoring sites. Te time required to
use both commercial software and displacement sensors
increases signifcantly with the number of monitoring sites.
Te proposed method exhibits a time requirement that is
mostly unafected by the number of monitoring sites and
merely necessitates a greater consumption of target paper.
Tus, the approach employed in this research does not
impede the process of bearing replacement and exhibits
better efcacy.

6. Conclusion

In this paper, a fully automated method for rapid acquisition
of target paper displacement using 3D laser scanning is
proposed after its successful application in monitoring the
transverse synchronization of the jacking displacement of
the main girder of an assembled multigirder bridge, with the
following main conclusions:

(1) Te strategy of using a 3D laser scanner combined
with target papers for monitoring the transverse
displacement of assembled multigirder jacking can
signifcantly reduce the operational difculty in
displacement monitoring.

(2) Based on the intensity information of the point
cloud, the DBSCAN clustering and bounding box
algorithm, and point cloud processing technology,
the intelligent extraction of planar targets in the
point cloud can be realized.

(3) By creating a standard point cloud model of a planar
target and using the colored ICP algorithm, the
center coordinates of a planar target can be extracted
quickly from the point cloud.

(4) Te proposed algorithm can extract the target center
coordinates in the low-resolution point cloud with
high accuracy, and the acquisition time of the PCD
can be reduced by 98% compared with the traditional
method. Te accuracy of the target center extraction
is retained below 1.3mm with a small accuracy
fuctuation range in both experiments and applica-
tions. Its excellent iterative convergence of the
matching process, low error, and small standard
error of the sampled data can fully meet the appli-
cation requirements.

Te main contribution of the study is the development
and validation of the automatic multiobjective displacement
monitoring technique in main girder jacking. Te applica-
tion of point cloud attribute information and the ICP

algorithm in feature point solving also provides a new ap-
proach for unstructured feature extraction from point
clouds.

Nomenclature

PT: Laser-transmitted power emitted by terrestrial
laser scanners

PR: Laser received power of terrestrial laser
scanners

ηSys: System transmission coefcient of the scanner
ηAtm: Atmospheric transport factor
α: Angle of incidence of the laser emitted by the

scanner
Rs: Scanning range of laser scanners
ρ: Refectance of the measured object
datamax: Upper limit of point cloud intensity for

extracting valid points
datamin: Lower limit of point cloud intensity for

extracting valid points
nb_points: Minimum number of points in the sphere for

outlier removal algorithms
Ri: Radius of the sphere for outlier removal

algorithms
eps: Radius of the circle in DBSCAN
min_points: Treshold for the number of points within

a circle in DBSCAN
Datasize: Range of standard point cloud model

generation
ρs: Point cloud density for standard point

cloud model
θs: Radian values for standard point cloud models
R: Radius parameters for standard point cloud

models
n: Normal vector of the point cloud plane
∆d: Mutual diference between theoretical and

matched values
Imin: Lowest intensity value in the point cloud
Imax: Highest intensity value in the point cloud
dpt: Width of the target paper
dsd: Diameter of the quarter-circle in the

target paper
dx: Length of the bounding box along the x

direction
dy: Length of the bounding box along the y

direction
dz: Length of the bounding box along the z

direction
dpd: Average distance between two neighboring

points
RMSE: Root mean square error
ftness: Overlapping areas of point clouds in fne

matching.
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