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Abstract. 
Security measure is of great importance in both steganography and steganalysis. Considering that statistical feature perturbations caused by steganography in an image are always nondeterministic and that an image is considered nonstationary, in this paper, the steganography is regarded as a fuzzy process. Here a steganographic security measure is proposed. This security measure evaluates the similarity between two vague sets of cover images and stego images in terms of n-order Markov chain to capture the interpixel correlation. The new security measure has proven to have the properties of boundedness, commutativity, and unity. Furthermore, the security measures of zero order, first order, second order, third order, and so forth are obtained by adjusting the order value of n-order Markov chain. Experimental results indicate that the larger n is, the better the measuring ability of the proposed security measure will be. The proposed security measure is more sensitive than other security measures defined under a deterministic distribution model, when the embedding is low. It is expected to provide a helpful guidance for designing secure steganographic algorithms or reliable steganalytic methods.



1. Introduction
Security of the steganographic system is the fundamental issue in the field of the information hiding. Image steganography is the technique of hiding information in digital image and trying to conceal the existence of the secret information. The image with and the image without hidden information are called stego image and cover image, respectively [1]. Steganography and steganalysis are in a hide-and-seek game [2]. They try to defeat each other and also develop with each other. In recent years, steganalysis researches have made much head-way [3, 4], and many attempts have been made to build up secure steganographic algorithms [5–8]. Up until now, there is no standard security measure for steganographic system. The security of the steganography always depends on the encryption of the steganography, which contradicts Kerckhoffs’ principle [9]. Hence, it is very necessary to study the security measure which can provide guidance for designing the high-secure steganography and steganalytic algorithms with high performance.
Now, the study of the security measure becomes one of the hotspots in the steganography research field. Researchers have put forward their views from different viewing angels. From the point of view of information theory, Cachin [10] proposed a security measure in terms of the relative entropy between the probability mass functions (PMF) of the cover images and the stego images. Sullivan et al. [11] employed the divergence distance of the empirical matrices to define the security measure. They modeled the sequence of image pixels as first-order Markov chain which could capture one adjacent pixel dependency. Furthermore, Zhang et al. [12] models the images pixels as n-order Markov chain to provide the security measure. Based on game theory, Liu et al. [13] presented that the counterwork relationship is modeled between steganography side and attack side. In [14], Schöttle and Böhme studied adaptive steganography while taking the knowledge of the steganalyst into account. Liu and Tang [15] also provided the security for the adaptive steganography. In [16], Chandramouli et al. proposed an alternative security measure based on steganalyzer’s ROC (Receiver Operating Characteristic) performance. From the point of feature space, Pevný and Fridrich [17] provided the MMD (Maximum Mean Discrepancy) by employing a high-dimensional feature space set as the covers models.
The security measures mentioned above all assume that accurate statistical estimations can be obtained from the finite data samples. However, an image is a nonstationary process; its local statistical correlation will change when image is changed slightly. So the statistical features change is nondeterministic after steganography processing. Meanwhile, for a steganographic system, the warden is lack of the knowledge of the cover distribution. Thus, the distribution estimates of the cover and stego image are not stable. So the security measures defined under the deterministic statistical model are hard to apply due to the lack of the accurate distribution.
To address this problem, we regard the steganography as a fuzzy and indeterministic process. The goal of this paper is to provide a practical security measure in terms of the vague sets similarity measure between cover images and the stego images. Particularly, the sequence of image pixels is modeled as an n-order Markov chain to capture the interpixel correlations. The main contributions of this work are as follows:(1)We derive a security measure for a steganographic system which is different from the deterministic ones. The existing security measures are defined by evaluating the difference between cover images and stego images. In contrast, the new security measure is defined by evaluating the similarity between cover images and their stego version.(2)The n-order security measure based on vague sets similarity measure is proven to have the properties of the boundedness, commutativity, and unity. The properties guarantee the security measure is indeed a real distance which indeed satisfies the symmetry and triangle inequality. The boundedness guarantees the new benchmark can measure the steganographic security.(3)Simulation results verify the effectiveness of the new security measure by benchmarking several popular steganographic schemes. When embedding rate is low, the new security measure is more sensitive to reveal the statistical features change than other security measures. Thus, the proposed security measure can provide a better guidance for the design of steganography and steganalysis.
The rest of the paper is organized as follows. Section 2 gives a review of the two security measures with the deterministic statistical distribution model and introduces the -order Markov chain model. The n-order secure measure based on vague sets similarity measure is presented in detail in Section 3. Experimental results are provided in Section 4 to demonstrate the effectiveness and the superiority of the proposed security measure. We draw our conclusions in Section 5.
2. Steganographic Security and Cover Model
2.1. Security Measure Based on Kullback-Leibler (K-L) Divergence
Suppose  is the set of all the covers, and it is an assumption that the selections of the covers and stegos from the set  can be described by the random variables  and  on  with the probability mass functions (PMF)  and , respectively. Cachin [10] quantified the security of a steganographic system in terms of the Kullback-Leibler (K-L) divergence (sometimes called relative entropy); that is,where  is the set of possible pixel values. A steganographic system is called perfectly secure if (1) is zero or ε-secure if  is satisfied. The K-L divergence provides a simple yet convenient method for measuring the difference between cover images and stego images.
In fact, we have little information about the PMF involved due to the large dimensionality of the set . So the security measure is usually defined with simplified cover models, such as independent and identically distributed (i.i.d.) ones. The security measure of K-L divergence calculates the difference from the view of the first-order statistical features (such as one-dimensional histogram feature).
2.2. Security Measure Based on Divergence Distance
To account for the dependence of the pixels, Sullivan et al. [11] employed the first-order Markov chain model to capture the interpixel correlation. The divergence distance was used to quantify the statistical feature perturbations introduced by a steganography between the two empirical matrices of cover images and stego images. Suppose  and  are two random sequences of the cover image pixels and the stego image pixels, respectively, obtained by a given scanning method. Let  and  be the empirical matrixes of  and S, respectively. The divergence distance is given by where  and  are the transition probabilities of cover images and stego images, respectively. The transition probability is commonly calculated by the ratio of the total number to the pixel changes from value  to value  over the total number of possible pixel changes (e.g., for an 8-bit image, the total possible pixel changes number is 256 × 256). The constant  is the range of all possible pixel values. Thus, the divergence distance provides the difference between cover images and their stego version from the view of the second-order statistical features (such as two-dimensional histogram feature and difference histogram feature).
The two security measures mentioned above are defined based on the Shannon information theory under the assumption that the image data statistical distribution is deterministic. Most of the security measures proposed later are also defined under the same assumption. However, the image data shows the sceneries in the aspects of gray, texture, shape, and so forth. There are many a kind of indeterministic factors (such as noise) in a steganography process. Therefore, the security measures with the deterministic statistical distribution model cannot measure the security accurately.
2.3. n-Order Markov Chain Model
The weakness of the above two security measure lies in the fact that the image model such as i.i.d and first-order Markov are too simple to capture interpixel dependency. Therefore, here we model the sequence of image pixels as an n-order Markov chain. The n-order Markov chain is a random sequence indexing the image pixels scanned by a given mode. For instance, when , the second-order Markov chain accounting for two adjacent pixels’ correlation meets the following condition:
There are at least two reasons for us to select n-order Markov chain model. First, the model is flexible. When , it turns out to be the i.i.d model, in which the image pixels are assumed to be unrelated. When , the first-order Markov chain can capture only one adjacent pixel dependence. Furthermore, the n-order Markov chain can capture more interpixel relationships among the pixels when . Second, compared with the Markov random field model [9], the Markov chain model, though simple, is able to calculate the statistical estimation of the image samples. For n-order Markov chain, it is easy to calculate the realistic statistical estimates using the empirical matrixes. In the following, we construct the empirical matrixes of the first-order and second-order Markov chain.
Let  be an n-order Markov chain on the finite set , where  is the -indexed set of pixels obtained by a row, column, zigzag, or Hilbert scanning method.  is the possible gray scale values. When , the first-order Markov chain source is defined by the transition matrixes  and marginal probabilities . For a realization, . Let  be the number of transitions from values  to  in . The empirical matrixes are . That is, the  element represent the proportion of spatially adjacent pixel pairs with the grayscale value of  followed by . Thus the empirical matrixes provide an estimation of the transition matrixes and marginal probabilities. The empirical matrixes are similar to the concurrence matrixes of the image. It can be recognized as a matrix form of the two-dimensional normalized histogram for estimating the joint probability mass function (PMF) of a source image. Similarly, when , we can get the empirical matrixes of the second-order Markov chain, denoted by .  is the number of transitions from values  to  via  in . For an 8-bit image, the size of the empirical matrixes  is . The element of the empirical matrixes represents the proportion of spatially adjacent pixel group with a grayscale value of  followed by  and . A simple example of generating the empirical matrixes of first-order and second-order Markov chain is shown in Figure 1.




	
	
		
			
		
			
		
			
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
			
		
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
	


Figure 1: The generating process of the empirical matrixes of first-order and second-order Markov chain.


In Figure 1, the small block is derived from the standard image “Lena.” Its size is , including pixels 164 and 165. The example image pixels are scanned vertically. The size of the empirical matrixes of first-order Markov chain in Figure 1 is . The element represents the proportion of spatially adjacent pixel pairs with (164, 164), (164, 165), (165, 164), and (165, 165). The right-hand side of Figure 1 demonstrates the procedure of the empirical matrixes of second-order Markov chain. Its size is , in which the element represents the proportion of spatially adjacent pixel groups with (164, 164, 164), (164, 165, 164), (165, 164, 164), (165, 165, 164), and so forth.
Since the cover sources are strongly correlated, the probabilities of two adjacency samples are equal or nearly equal. As a result, in the empirical matrixes, the masses are more concentrated near the main diagonal in a correlated source. In [18], Harmsen and Pearlman considered that information hiding can be viewed as adding the additive noise to the cover image. The secret information (additive noise) is uncorrelated after hiding, and its empirical matrixes spread evenly over the main diagonal. Thus we see that hiding weakens the dependencies among the cover samples, which is illustrated in Figure 2(a). Figure 2(b) is part of the zoomed empirical matrixes. According to the above analysis, the steganography tends to spread the density of the pixels pairs away from the main diagonal of the empirical matrixes. This property may shed some light on designing of the security measure for a steganographic system. Thus, in Section 3, we will propose an n-order security measure in terms of the vague sets similarity measure by modeling the sequence of images pixels as an n-order Markov chain.




	
	
		
			
		
		
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
			
				
				
					
				
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
				
				
					
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
		
			
		
			
		
			
	


(a) The original empirical matrixes




	
	
		
			
		
		
			
		
		
			
				
					
				
					
				
				
					
				
			
		
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
	


(b) The zoomed empirical matrixes
Figure 2: Empirical matrixes of a cover image and its stego image.


3. Security Measure Based on Vague Sets Similarity Measure
The vague sets similarity measure [19, 20] describes the matching degree of two vague sets. In a practical steganographic system, there are many indeterministic factors introduced by steganography. In this work, we regard the responding probability distribution sets of the cover samples and the stego samples as two discrete vague sets. Then a new security measure is proposed below in terms of vague sets similarity measure to measure the similarity between cover images and stego images.
3.1. Vague Sets
Roughly speaking, a fuzzy set is a class with fuzzy boundaries. The fuzzy set  is a class of objects  along with a grade of membership function ,  . It assigns a single value to each object. This single value combines the evidence for  and the evidence against . And it is only a measure of the pros/cons evidence. However, in many practical applications we often require pros and cons evidence simultaneously. Gau and Buehrer [21] advanced the concept of vague sets. The vague sets theory adopts a true membership function  and a false membership function  to record the lower bounds on . These lower bounds are used to create a subinterval on , namely, , to generalize  of fuzzy sets, where . Vague sets expand the value of the membership function to a subinterval of  instead of a single value; thus it has stronger ability to reveal the indeterminacy than the fuzzy set theory. The related definitions of vague sets are as follows.
Definition 1 (vague sets).  Let  be the universe of discourse, .  denotes all the vague sets of , . The vague set  is characterized by a true membership function  and a false membership function : where  is the lower bound on the grade of membership of  derived from the evidence for .  is a lower bound on the negation of  derived from the evidence against , satisfying . The grade of membership of  is bounded to a subinterval  of . When  is discrete, a vague set  can be written as 
Definition 2.  Let  be the universe of discourse, . A and  are two vague sets of . The entropy of the vague set ,  , is defined as 
Definition 3.  Let  be the universe of discourse, . A and  are two vague sets of . The partial entropy of vague set  against vague set ,  , is defined as
3.2. The n-Order Security Measure Based on Vague Sets Similarity Measure
As discussed in Section 2.3, the n-order Markov chain model can capture sufficient inherent correlations. Additionally, the changes in image statistical features, introduced by steganography, are indeterministic. Therefore, in the new security measure, we model the sequence of the image pixels as an n-order Markov chain. Simultaneously, the empirical matrixes of the n-order Markov chain of cover images and stego images are regarded as two vague sets. Then the n-order security measure based on the vague sets similarity measure is defined as follows.
Suppose  and  are n-order Markov chain sequence of cover images and stego images, respectively, and then scan them by a given mode (such as horizontal, vertical, zigzag, and Hilbert mode). MC and MS represent the corresponding empirical matrixes. , the element of empirical matrixes, denotes the joint probability distribution from pixels  to  via the states of  and . The  is the image pixel value, .  denotes the set of all possible values of . Let  be the universe of discourse composed of . Then MC and MS are two vague sets on . That is,
Definition 4.  Let  be the universe of discourse. MC and MS are two vague sets of . The similarity measure  between the vague sets MC and MS is defined as the n-order secure measure for a steganographic system; that is,where  and  denote the entropy of the vague set MC and MS, respectively;  stands for the partial entropy of vague set  against vague set ;  is the partial entropy of vague set MC against vague set MS.  and  can be written as Similarly,  and  can be written as Moreover, a steganographic system is called perfectly secure if  or -secure if ,  . .
Theorem 5.  Let  be the n-order secure measure of a steganographic system based on vague set similarity measure. Then  satisfies the following. 
 (1) Boundedness is (2) Commutativity is (3) Unity is provides a security measure for a steganographic system in terms of the similarity between cover images and stego images.  is limited in a finite interval of , where 1 denotes “perfectly secure,” while 0 denotes “definitely unsecure.” However, other security measures under the deterministic statistical model calculate the difference between cover images and stego images. The values range in an infinite interval . The property of the boundedness guarantees the proposed security measure can measure a steganographic algorithm quantitatively. Hence, it has stronger ability to reveal the statistical changes of the cover images. When , the image pixels distribution is said to be i.i.d., and  is called the zero-order security measure. When , the sequence of image pixels is considered to be a first-order Markov chain, and  is defined as the first-order security measure. Thus, a different order security measure can be obtained by adjusting the value of .
4. Experimental Results and Discussion
In this section, we report experimental results that demonstrate the capability of the new security measure. First of all in Section 4.1 the image databases used for the experiment are described. Afterwards, in Section 4.2, we benchmark several different steganographic methods with -order security measure based on vague sets, with particular attention to the effectiveness of low embedding rate. Finally, we compare the proposed security measure with previously used benchmarks designed under the deterministic statistical model.
4.1. Image Database
For the experimental validation we used two image databases. The first one is BOWS2 [22] image database including 10000 grayscale images with fixed size 512 × 512. The other one is NRCS Photo Gallery [23]. We selected 1500 images from NRCS Photo Gallery. All images were converted into grayscale and central cropped to a size of 512 × 512 for experimental purposes. The images in our experiments show a wide range of scenarios including house, manmade objects, and animal. Some images are shown in Figure 3.




	
	
		
			
		
		
			
		
		
			
		
		
			
		
	


(a) Some images of BOWS2




	
	
		
			
		
		
			
		
		
			
		
		
			
		
	


(b) Some images of NRCS
Figure 3: Some images of image database.


4.2. Verification of the Effectiveness of the Proposed Security Measure
To evaluate the performance of the proposed method for measuring the security of the steganographic algorithms, the new security measure with different orders is used to measure the security of different steganographic algorithms with different embedding rates. First, we select some spatial-domain steganographic algorithms, including LSBM (least significant bit matching) [24], , HUGO [25] (highly undetectable steganography). We use 2000 images from BOWS2 image database; all the images are grayscale with the fixed size 512 × 512. As discussed in Section 2.3, first-order and second-order Markov chain models have captured sufficient interpixel correlations. Additionally, considering the computation complexity, we use the zero-order, first-order, and second-order security measure based on vague sets to measure the LSBM, LSBM2, and HUGO steganographic methods with the embedding rate ranging from 0.1 bpp (bits per pixel) to 1 bpp in a step size of 0.1 bpp. The average measure results for zero-order, first-order, and second-order security measure of 2000 images with different embedding rates are depicted in Figure 4.




	
	
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
		
			
				
			
				
			
				
			
				
		
		
		
			
		
		


(a) Zero-order security measure




	
	
		
		
			
		
		
		
			
				
			
				
			
				
			
				
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		


(b) First-order security measure




	
	
		
		
			
		
		
		
			
				
			
				
			
				
			
				
		
		
		
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
		
			
		
			
		
			
		
		
			
		
			
		
			
		
		
			
		
			
		
			
		
		
			
		
			
		
			
		
		
			
		
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		


(c) Second-order security measure
Figure 4: The same order security measure for different steganographic methods with different embedding rate.


In Figure 4, all curves indicate that the value of security measure gradually decreases with an increase in the embedding rate for the same steganographic algorithm. It is consistent with the definition of the security measure based on vague sets. Its value is limited in an interval of , where 1 denotes “perfectly secure” for the steganographic system. Hence the value of the n-order security measure satisfies monotonic decreasing property; that is, the higher the security of the stego images, the larger the value of the security measure. Furthermore, as is evident in Figure 4, the values of the same order security measure are different for different stego schemes with the same embedding rate. Note that  obtains the lowest value in Figure 4, implying that it is most unsecure among the three hiding methods under the same condition. On the contrary, HUGO gains the highest value. All the measure results are coincident with the theoretical analysis of the three embedding schemes.
Furthermore, in order to evaluate the measuring ability of different order security measures, we compare the security for the same steganographic algorithm using different order security measures. Figure 6 shows the average measure results of zero-order, first-order, and second-order security measure for LSBM, , and HUGO, respectively. In fact, all the data in Figure 5 is derived from Figure 4. As demonstrated in Figure 5, for the same steganographic method, the values of the zero-order, first-order, and second-order security measure are different at the same embedding rate. It is demonstrated that the value of the first-order security measure is smaller than that of the zero-order measure but larger than that of the second-order measure for the same steganographic method with the same embedding rate. The experiments show that the second-order security measure provides the largest measure interval to reveal the security change of the cover images with the embedding rate ranging from 0.1 bpp to 1 bpp. So we can conclude that second-order security measure can provide more obvious statistical distributed changes caused by steganography.




	
	
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
				
			
				
			
				
			
				
		
		
			
		
			
		
			
		
		


(a) For HUGO




	
	
		
			
		
			
		
			
		
		
			
		
			
		
			
				
			
				
			
				
			
				
		
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		


(b) For LSBM




	
	
		
			
		
			
		
			
		
		
			
		
			
		
			
				
			
				
			
				
			
				
		
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		


(c) For LSB2
Figure 5: The different order security measures for the same steganography with different embedding rate.
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(b)
Figure 6:  and  for HUGO with different embedding rates.


To further verify the effectiveness of the proposed security measure. We used it to benchmark JPEG steganographic algorithms schemes on different database. And we focus on low payloads to see if any of the test steganographic schemes becomes distinguishable by using the vague sets security measure with finite image sample.
We selected 1500 images from NRCS Photo Gallery. All images were converted into grayscale and central cropped to a size of 512 × 512 for experimental purposes. The images were embedded with pseudorandom payloads with 5%, 10%, 15%, and 20% bpac (bits per nonzero AC coefficient). The tested stego schemes include F3, F5 without shrinkage (nsF5) [26], Model Based Steganography without deblocking (MB1) [27], and Model Based Steganography with deblocking (MB2) [28]. The cover images were single-compressed JPEGs with quality factor 70. The measure results using zero-order, first-order, and second-order security measure based on vague sets are showed in Table 1. The data in Table 1 indicates that, for the same steganography, the larger the embedding rate, the lower the value of the same security measure. It also exhibited that, for the same steganography, the higher the order of the security measure, the smaller the value of the security measure, suggesting that second-order security measure can get a value lower than the other two security measures under the same condition.
Table 1: Different order vague sets security measure for different steganography methods.
	

	Steganography method 	Embedding rate (bpac)	Zero-order	First-order	Second-order
	

	F3	5%	0.9768	0.9662	0.9569
	10%	0.9755	0.9647	0.9569
	15%	0.9714	0.9608	0.9498
	20%	0.9683	0.9584	0.9477
	

	nsF5	5%	0.9865	0.9736	0.9593
	10%	0.9847	0.9711	0.9542
	15%	0.9840	0.9687	0.9531
	20%	0.9818	0.9656	0.9515
	

	MB1	5%	0.9994	0.9879	0.9785
	10%	0.9991	0.9866	0.9699
	15%	0.9965	0.9849	0.9673
	20%	0.9959	0.9837	0.9656
	

	MB2	5%	0.9999	0.9868	0.9687
	10%	0.9996	0.9842	0.9624
	15%	0.9987	0.9922	0.9617
	20%	0.9982	0.9818	0.9609
	



The data in Table 1 also shows, according to the same order security measure, the MB2 is the least statistically detectable, followed by MB1 and nsF5, while F3 is the most detectable. All the measure results are coincident with the theoretical security among adopted stego algorithms. In a word, the experimental results indicate that the proposed security measure is effective for measuring the security for different steganographic methods on different image database. Meanwhile, the greater the order, the stronger the measure ability of the security measure.
4.3. Comparison with Security Measure under Deterministic Statistical Model
To show the superiority of the proposed security measure , we compare it with two security measures under the deterministic statistical model. One is the Kullback-Leibler (K-L) divergence between the probability mass functions (PMF) proposed by Anderson [9], denoted by . The other, denoted as , is the divergence distance between the two empirical matrices proposed by Cachin [10]. To be unbiased, the zero-order measure  is compared with  when  is used under the assumption that the image model is i.i.d. Similarly, the first-order measure  is compared with  since their image pixel sequences are all modeled as the first-order Markov chain. In the experiments, the same 2000 images from BOWS2 are adopted. ,  ,  , and  are used to measure the security of the HUGO with the embedding rate ranging from 0.05 bpp to 1 bpp in a step size of 0.05 bpp. Figures 6(a) and 6(b) show the average measure of  and  with different embedding rates, respectively. The average measure values of  and  are also illustrated in Figures 7(a) and 7(b), respectively.
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(b)
Figure 7:  and  for HUGO with different embedding rates.


Looking at Figures 6 and 7, we see that the value of security measure based on vague sets decreases as the embedding rate increases, whereas the value of security measure under the deterministic distribution model increases as the embedding rate increases. All the curves in Figures 6 and 7 indicate that both the security measure models are effective in measuring the security of the steganography. In order to show the superiority of the proposed security measure, we define  as the sensitivity of, where  is the security measure variation of a given embedding rate change range, andis the total security measure variation of the embedding rate change. Obviously, Figures 6(b) and 7(b) demonstrate that  of security measure is very small when embedding rate is lower than 0.5 bpp. So its corresponding security measure is not sensitive to the statistical distribution change. Hence, the new security measure can reveal more obvious statistical change than the security measures under deterministic statistical distribution model when embedding rate is low.
5. Conclusions
Vague sets similarity measure is a simple yet effective tool for measuring the similarity between two vague sets. In this work, a novel security measure for a steganographic system in terms of the vague sets similarity measure is proposed to measure the similarity between cover images and stego images. Particularly, in the new security measure, the sequence of image pixels is modeled as an n-order Markov chain to capture sufficient interpixel dependencies. The proposed security measure is proven to have such properties as boundedness, commutativity, and unity. Various order security measures can be obtained by adjusting the value of . Experimental results confirm the effectiveness of the proposed security measure for evaluating different steganographic algorithms. Meanwhile, the security measure with a higher order always has a better measure ability. Additionally, when the embedding rate is low, the n-order security measure based on vague sets is more sensitive than other security measures under the deterministic distribution model. Considering the computational complexity and steganalytic ability, two issues should be tackled in our further research. One is how to use the n-order security measure to design reliable steganalytic methods by extracting the statistical feature from the empirical matrixes. The other is how to use the new security measure to design highly secure steganographic algorithms.
Appendix
Proof of Theorem 5.  (1) Since the inequality satisfies , we haveHence , such that .
Since , and  are all in the range of  and , , and are all positive.
Hence .
(2) According to the definition of the n-order security measure, is described as And it can also be described as Hence .
(3) From the proving procedure of property (1), we haveIf and only if Namely, when  and  , such that .
Hence .
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