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Intrusion detection refers tomonitoring network data information, quickly detecting intrusion behavior, can avoid the harm caused
by intrusion to a certain extent. Traditional intrusion detection methods are mainly focused on rule files and data mining. They
have the disadvantage of not being able to detect new types of attacks and have the slow detection speed. To address these issues,
an intrusion detection method based on improved PCA combined with Gaussian Naive Bayes was proposed. By weighting the first
few feature vectors of the traditional PCA, data pollution can be reduced. The number of final weighted principal components is 2
through sequential selection. The dimensionality reduction of the data is achieved through improved PCA. Finally, the intrusion
behaviors were detected by using the Gaussian Naive Bayes classifier. The indexes of detection accuracy, detection time, precision
rate, and recall rate were applied to evaluate the results. The experimental results show that, comparing with the traditional Bayes
method, the method proposed in this article can reduce the detection time by 60%, shorten it to 0.5s, and increase the detection
rate to 91.06%. The mean value of detection accuracy is about 86% by cross-validation.

1. Introduction

While the Internet brings convenience to people, there are
also a lot of security problems.Network attacks are happening
all the time. Research on Intrusion detection has important
practical significance, and it is also a major challenge in the
field of network security.

Dorothy Denning [1] defined intrusion detection in 1987.
He detected intrusion behavior by monitoring network data,
and then the system would give the alerts and responses
before invasion. It can be found that an important feature
of intrusion detection is instantaneity. The detection method
needs to quickly judge the attack information and alarm
before the occurrence of the hazard. There are two main
types of traditional intrusion detection methods. One is the
rule-based intrusion detection. It relies on analyzing the
characteristics of specific attack types and then records the
attack characteristics to the rule files. Finally, it detects the

attacks by matching the rule files. This method is mainly
applied to some commercial IDSs or open source IDSs.
For example, Snort IDS [2, 3] applied this method because
rule-based intrusion detection has the characteristics of fast
detection. However, a major problem in this method is that
it can not detect new attack types and can only detect the
types of attacks that have been discovered. Hacker attacks are
constantly changing. New types of attacks often occur, and
new types of attacks often cause greater harm. Moreover, the
method has higher false alarm rate. With the rise of machine
learning and data mining in recent years, data mining
methods have been commonly applied to intrusion detection,
which is another method.Themethods based on data mining
establish the model by training through the marked data set.
It has a good effect on the detection of unknown attack types,
such as SVM [4, 5] and neural network [6].The application of
data mining in intrusion detection requires large collection of
data in advance, which limits online intrusion detection [7].
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At present, the conventional intrusion detection methods
focused on data mining [8–10] and common file analysis [11]
are sprang up. An et al. [12] used themethod of combining the
minimum within class scatter in Fisher discriminant analysis
with traditional support vector machine (SVM) in intrusion
detection and then proposed a minimum within class scatter
support vector machine (WCS-SVM), which is better than
the traditional SVM. Kabir et al. [13] proposed an intrusion
detection system based on least squares support vector
machine (LS-SVM). Mrudula Gudadhe et al. [14] proposed a
newmethod to enhance the decision tree applied in intrusion
detection, which allows the formation of a classifier combined
with multiple decision trees. Sufyan et al. [15] applied back-
propagation artificial neural network models into intrusion
detection, which makes IDS more efficiently adapt to new
environments and respond to new types of attacks. Because
of the large size of the network dataset, manual tagging
would consume a lot of time and effort; thus, clustering
methods are introduced into the dataset classification [16].
The Y-means clustering algorithm [17] overcomes two disad-
vantages of dependency and degradation of k-means digital
clusters. This method automatically divides the data set into
a proper number of clusters. It is feasible and effective to
perform intrusion detection using clustering analysis. The k-
means [18] algorithm is the simplest segmentation algorithm
that solves the well-known clustering problem. Clustering
algorithm using SOM and k-means [19] can overcome the
shortcomings of traditional SOM, such as not providing
accurate clustering results, and can avoid the disadvantages
of the traditional k-means, which always relies on the initial
value and it is difficult to find the cluster center. The parallel
clustering integration algorithm [20] proposed for IDSs can
achieve high speed, high detection rate, and low false alarm
rate. The ANN classifier [21] also has a good performance
in intrusion detection. By using a mixed learning method,
the studies in [22–24] have higher detection rates and lower
false alarm rates; among them, the combination of clustering
and classification can achieve good results. Shah et al. [25]
compared the detection performance of themachine learning
method directly in the Snort Intrusion detection system.

In addition to data mining-based intrusion detection
methods mentioned above, flow-based intrusion detection
[26] is an innovativemethod of detecting high-speed network
intrusions. Stream-based intrusion detection only checks the
header and does not analyze the payload of the packet. The
filtering method [27] applies predefined standard RIA so as
to select functions to eliminate extraneous related features
from the data set. Vieira et al. [28] proposed a network
attack detection and recognition method based on model
selection and feature similarity and applied signal processing
techniques into intrusion detection.

Traditional file analysis methodsmay be effective for con-
ventional types of attacks but not for new attack techniques
[29]. Although data mining method has good adaptability
to new attack types, it is often higher in time consumption.
Principal component analysis (PCA) is a commonly used
dimensionality reduction technique. It uses an orthogonal
transformation to convert a set of related variables into a
set of linear uncorrelated variables, where the first principal

component has the largest variance. And PCA has been
used for attack detection [30]. Second, the Bayesian method
[31] in the data mining method, to a certain extent, is
faster than other classifiers because it is a classifier based on
conditional probability. Based on these, this paper proposed
a novel intrusion detection method combining the improved
principal component analysis with Gauss naive Bayes. The
proposed method would decrease the training time of Gauss
Bayes classifier according to training on the dataset simplified
by the improved PCA algorithm and then improved the
detection accuracy. Before applying the Bayesian algorithm,
the improved PCA was used to reduce the dimension, and
the first few eigenvectors of the solution of the principal
component analysis were multiplied by a weight coefficient.
Then the Bayes classifier was used to compute the probability
of each network data that was divided into normal and
abnormal. According to the application of PCA, the detection
time would be greatly reduced, and the detection rate would
decrease slightly. But by exploiting the weight coefficient to
improve the traditional PCA, the detection effect has also
been improved significantly.

The other sections of this paper are organized as follows.
Section 2 introduces the characteristic attributes of network
data. In Section 3, the improved principal component analysis
combined with Gaussian Naive Bayesian intrusion detection
model is described. In Section 4, the KDD99 data set is
analyzed, and the experimental results are listed, and cross-
validation is used to verify the results. Section 5 summarizes
the effect of the model and illustrates the direction of the
method improvement and future work.

2. Data Model

2.1. Characteristic Attribute Description of Network Data

2.1.1. Basic Features of TCP Connections. The basic connec-
tion feature contains 9 basic attributes of some connections,
which are shown in Table 1.

2.1.2. Content Features of TCP Connections. Attacks such as
U2R and R2L are generally embedded because they do not
have frequent sequential patterns in data records like DoS
attacks. In the data payload of a packet, there is no difference
between a single packet and a normal connection. In order
to detect such attacks, some content features that may reflect
the intrusion behavior can be extracted from the data content.
There are 13 kinds of content features as shown in Table 2.

2.1.3. Statistical Characteristics of Network Traffic. Since the
network attack event has a strong correlation in time, some
connections exist between the current connection record and
the connection record in the previous period of time, which
can better reflect the relationship between the connections.
Time interval takes two seconds.There are 9 kinds of network
traffic features. As shown in Table 3.

2.2. Feature Definition of Network Data. The basic features of
the TCP connection are expressed as 𝐵, and there are 9 kinds
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Table 1: The basic characteristics of TCP connection.

Features Descriptions
duration The connection duration
protocol type Protocol types, including TCP, UDP, ICMP
service The type of network service for the target host
flag A state that connects normal or wrong
src bytes The number of bytes from the source host to the target host
dst bytes The number of bytes from the target host to the source host
land Whether the connection is from the same host or port
wrong fragment The number of erroneous segments
urgent The number of emergency packages

Table 2: Content features of TCP connections.

Features Descriptions
hot Number of times to access system sensitive files and directories
num failed logins The number of failed login attempts
logged in The successful login is 1, otherwise 0
num compromised The number of times the compromised condition appears
root shell 1 if the root shell was obtained, 0 otherwise
su attempted If the “su root” command appears, it is 1, otherwise it is 0
num root The number of root user access
num file creations The number of times the file is created
num shells The number of times the shell command is used
num access files The number of access control files
num outbound cmds The number of outbound connections in an FTP session
is hot login Whether the login belongs to the “hot” list
is guest login 1 if guest login, 0 otherwise

Table 3: Statistical characteristics of network traffic.

Features Descriptions
count The number of connections with the same target host as the current connection
srv count The number of connections with the same service as the current connection
serror rate Percentage of connections with “SYN” errors in connections with the same target host as the current connection
srv serror rate Percentage of connections with “SYN” errors in connections with the same service as the current connection
rerror rate Percentage of connections with “REJ” errors in connections with the same target host as the current connection
srv rerror rate Percentage of connections with “REJ” errors in connections with the same service as the current connection

same srv rate Percentage of connections with the same destination as the current connection in the connection with the same
target host as the current connection

diff srv rate Percentage of connections with different services from the current connection in connections with the same target
host as the current connection

srv diff host rate Percentage of connections with different target hosts for the current connection in the connection with the same
service as the current connection

of connection features, so 𝐵 = {𝑏1, 𝑏2, . . . , 𝑏9}. The content
features of TCP connections are represented as 𝐶, and there
are 13 kinds of content features, so 𝐶 = {𝑐1, 𝑐2, . . . , 𝑐13}.
The statistical characteristics of network traffic are denoted
as 𝐹, and there are 9 kinds of traffic characteristics, so𝐹 = {𝑓1, 𝑓2, . . . , 𝑓9}. The training network data set is
defined as 𝐷, and the test network data set is defined
as T. A network connection record for the data set is Di
and Ti.

Definition 1. A record𝐷𝑖 in the training set and a record 𝑇𝑖 in
the test set are as follows:

𝐷𝑖 = {𝐵, 𝐶, 𝐹} ,
𝑖 = 1, 2, . . . 𝑛, (Training data set includes n records) . (1)

𝑇𝑖 = {𝐵, 𝐶, 𝐹} ,
𝑖 = 1, 2, . . . , 𝑚, (Test data set includes m records) (2)

Definition 2. As both the training data and the test data are
applied to the principal component analysis, the data matrix
is defined as X, then X=D or T, and one of the connection
records is as follows:

𝑥 = 𝐷𝑖 or 𝑇𝑖. (3)
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Input: Training Network Data Set D = {𝑏1, 𝑏2, . . . , 𝑏9, 𝑐1, 𝑐2, . . . , 𝑐13, 𝑓1, 𝑓2, . . . , 𝑓9}
Output: New training data matrix 𝐷 = {V1, V2, . . . , V𝑑}
1. 𝑋 = 𝐷 − 𝑚𝑒𝑎𝑛 // Remove the average value
2. Find the covariance matrix 𝑋𝑋𝑇of the data matrix 𝑋
3. Finding the eigenvalues 𝜆 and eigenvectors of the covariance matrix 𝑋𝑋𝑇
4. Arranging feature values 𝜆1 ≥ 𝜆2 ≥ ⋅ ⋅ ⋅ ≥ 𝜆𝑑
5. 𝜔 = (𝜔1, 𝜔2, . . . , 𝜔𝑑 )
6. Ω = (𝜅𝜔1, 𝜅𝜔2, 𝜅𝜔3, . . . , 𝜅𝜔𝑛, . . . , 𝜔𝑑 ) (𝑛 ≤ 𝑑)
7. 𝐷 = {V1, V2, . . . , V𝑑} = 𝑋 ∗ 𝜔

Algorithm 1: IPCA.

3. Improved Principal Component Analysis
and Gauss Naive Bayes

3.1. Traditional Principal Component Analysis (PCA). Princi-
pal component analysis has the advantage of reducing data
complexity and identifying the most important features. On
the contrary, it has the disadvantage that it may lose useful
information.

From the perspective of maximum separability, principal
component analysis can be explained. The projection of a
connection record 𝑥 on the hyperplane in the new space is𝜔𝑇𝑥. If the sample points are projected as separate as possible,
correspondingly, the variance of the sample points after the
projection should be as maximized as possible. The variance
of the sample after projection is as follows:

𝑆 = ∑
𝑖

𝜔𝑇𝑋𝑋𝑇𝜔. (4)

To optimize it, it can be simplified by using the Lagrange
multiplier method. The detailed replacement is below.

𝑋𝑋𝑇𝜔 = 𝜆𝜔. (5)

The covariancematrix𝑋𝑋𝑇 is decomposed by eigenvalue,
and the obtained eigenvalues are from large to small: 𝜆1 ≥𝜆2 ≥ ⋅ ⋅ ⋅ ≥ 𝜆𝑑. Then the feature vector corresponding to the
first 𝑑 eigenvalues was used to construct 𝜔 = (𝜔1, 𝜔2, . . . ,𝜔𝑑), which is the solution to the principal component
analysis.

3.2. Improved Principal Component Analysis (IPCA). In the
field of image processing, the first three eigenvectors of the
classical PCA method reflect the overall information of the
image [32]. When the lighting conditions have a significant
effect, the first three principal components of the PCA
method may be polluted seriously. But reducing their weight
can improve the accuracy. Inspired by this, the image may be
significantly affected by light, and the network data may also
be affected by some factors. But the best principal number
may not be always 3 in different environments; this value
should be determined by trials. In this paper, we set this value
as 𝑛, and then the improved PCA algorithm weights the first
n feature vectors as shown in

Ω = (𝜅𝜔1, 𝜅𝜔2, 𝜅𝜔3, . . . , 𝜅𝜔𝑛, . . . , 𝜔𝑑) (𝑛 ≤ 𝑑) . (6)

In (6), 𝑘 is the weight coefficient, which is a number
between 0 and 1. The purpose of k is to reduce the weight of
the first n principal components and decrease the influence
of those components. Then, the IPCA algorithm is used
to reduce the dimension of the data. The pseudo-code
for improved principal component analysis is shown in
Algorithm 1.

In Algorithm 1, the mean of the data matrix was removed
in Line 1 and Line 2 searched the covariance matrix of the
data matrix. Lines 3-4 found the eigenvalues and eigenvalue
vectors of the covariance matrix and arranged the eigenvalues
from the largest to the smallest. Line 5 selected the feature
vector corresponding to the first d eigenvalues as the solution
of the traditional PCA. Line 6 gave a new solution to the
weighting of the traditional PCA solution. Line 7 multiplied
the new solution with the data matrix to reduce the data to
d.

To weight the first two principal components in IPCA
is the best by sequential selection. But this is limited to
this experiment, and this value may change with time. In
Section 4.2.2, it is analyzed in detail.

3.3. Gaussian Naive Bayesian Classifier (GNB). With all
relevant probabilities known, Bayesian decision theory con-
siders how to choose the best class labels based on these
probabilities and misclassified losses. For intrusion detection
tasks, we should determine whether the network traffic is
normal or abnormal. Assume that there are two possible class
labels in 𝛾 = {c1, 𝑐2}, where c1 stands for normal category
mark and 𝑐2 represents an anomaly category tag. For each
connection record x, a category flag thatmaximizes the poste-
rior probability P(𝑐 | 𝑥) is selected. Based on Bayes’ theorem,
P(𝑐 | 𝑥) can be written as follows:

P (𝑐 | 𝑥) = 𝑃 (𝑐) 𝑃 (𝑥 | 𝑐)𝑃 (𝑥) . (7)

In (7), P(𝑐) is a kind of prior probability, P(𝑥 | 𝑐) is the
conditional probability of a connection record 𝑥 relative to
the class label c, and P(𝑥) is the evidence factor used for
normalization. For a given connection record x, the evidence
factor P(𝑥) has no relationships with class labels, so P(𝑐 | 𝑥)
is only related to P(𝑐) and P(𝑥 | 𝑐).

The naive Bayes classifier uses the “attribute conditional
independence assumption.” For known classes, it is assumed
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that all attributes are independent of each other. In other
words, each attribute can affect the classification result inde-
pendently,

P (𝑐 | 𝑥) = 𝑃 (𝑐) 𝑃 (𝑥 | 𝑐)𝑃 (𝑥) = 𝑃 (𝑐)𝑃 (𝑥)
𝑑∏
𝑖=1

𝑃 (𝑥𝑖 | 𝑐) , (8)

where d is the number of attributes for each connection
record, and If IPCA is not used, and d is equal to 31. 𝑥𝑖 is the
value of the connection record x on the i-th attribute. Since
P(𝑥) is the same for all categories, the naive Bayes classifier
has the following expression as hnb(x):

hnb (x) = argmax
c𝜖𝛾

𝑃 (𝑐) 𝑑∏
𝑖=1

𝑃 (𝑥𝑖 | 𝑐) . (9)

For the continuity property, the probability density func-
tion is considered. Assume that there exists P(𝑥𝑖 | 𝑐) ∼ N(𝜇𝑐,𝑖,𝜎2𝑐,𝑖), where𝜇c,i and 𝜎2𝑐,𝑖 are the mean and variance of the value
of the c-th sample on the i-th attribute. And the P(𝑥𝑖 | 𝑐) is
shown as follows:

P (xi𝑐) = 1
√2𝜋𝜎𝑐,𝑖 exp(−

(𝑥𝑖 − 𝜇𝑐,𝑖)22𝜎2𝑐,𝑖 ) . (10)

For each connection record, the first is to calculate the
posterior probability of the normal and abnormal categories,
and the larger one would be selected as marker for the result
of the category of the record.

3.4.TheDetection Process of theModel. For the detection pro-
cess based on improved PCA and Bayes intrusion detection
model, we first normalize the training data set 𝐷 and test
data set 𝑇. The normalization of data is mainly to facilitate
the selection of weight coefficients. Normalization has no
influence on the detection rate. The normalized new value is
calculated by the following equation. The mapping range of
the new value is 0 to 1:

𝑋norm = 𝑋 − 𝑋min𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛 . (11)

After the data sets are normalized, the dimension of
training data set 𝐷 and the test data set 𝑇 are reduced by the
improved PCA, and a new training set𝐷 and a test set 𝑇 are
obtained.

Assume that the variables obey the Gaussian distribution,
the posterior probability is calculated, and the category flag
that maximizes the posterior probability P(𝑐 | 𝑥) is selected
as the record’s detection result.The detailed detection process
of the model is shown in Figure 1. And the detailed steps are
described as follows.(1) IPCA process. The first step is to remove the average
value of the data, the second step is to calculate the covariance
matrix of the data matrix, the third step is to calculate the
eigenvalues and eigenvectors of the covariance matrix, and
the fourth step is to sort the eigenvalues from the largest to the
smallest, and the first few eigenvectors are weighted in step
5. In the last step, the weighted eigenvectors are multiplied

by the data matrix to obtain a reduced-dimensional training
data set𝐷 and a test data set 𝑇.(2) GNB process. A Gaussian Bayes classifier is applied
to the dimensionality-reduced test data set T to classify the
category of each record. First, the conditional probability
P(𝑥𝑖 | 𝑐) of each attribute is calculated according to (10),
and the prior class probability P(𝑐) of records belonging to
normal and anomaly are calculated separately. Finally, the
prior probability of recording with normal and anomaly are
computed, and the category of the record with large prior
probability is selected as the detection result of the record.

The model needs to continuously adjust the weight
coefficient of the improved PCA so as to find themost optimal
weight coefficient. The sum of the training and testing time
of the model is regarded as the detection time. The detection
rate is the ratio of the number of correct records divided by
the total number of records in the test set.

4. Experimental Results and Analysis

4.1. Experimental Data. Intrusion detection requires a large
amount of effective experimental data. The experiment is
conducted on the KDDCup99 data set in this paper. The
KDD99 data set is a reference data set in the domain of
network intrusion detection and lays the foundation for the
research of network intrusion detection based on computa-
tional intelligence. Besides the KDD99 data set, DARPA98
and NSL-KDD are also two verification data sets commonly
used. The KDD99 data set is obtained after data mining and
preprocessing on the DARPA98 data set. The NSL-KDD data
set is a refined version of KDD99, after removing redundant
data. This paper selects the classic KDD99 data set, namely,
collecting network connection data from a simulated US Air
Force LAN in nine weeks.

The data contain the data with identification and no
identification. We use the data with identification. Test data
and training data have different probability distributions. The
test data has some types of attacks that are not present in the
training data. The training data set includes a normal marked
type and 22 training attack types. In addition, 14 attack types
only appear in the test data set. All these attack types can be
classified into four exception types which are denial of service
attacks, unauthorized access from remote hosts, unauthorized
local superuser privileged access, and port scanning. The four
attack types are uniformly marked as abnormal and the rest
are marked as normal. The KDD99 data set consists of a total
of 5 million records, 10% percentage of which are chosen
randomly as target training data set that contains a total of
494,021 records, and the test set includes a total of 311,029
records.The data set includes a total of 41 attributes. Through
the analysis on 41 fixed feature attributes, the first 31 feature
attributes including 9 discrete types and 22 continuous types
can reflect the state changes. The new data set owns 31 feature
values.

4.2. Experimental Results

4.2.1. The Effect of Classical Classifiers in Intrusion Detection.
The experiment is conducted in a PC equipped with an
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Figure 1: Intrusion detection process of IPCA and GNB model.

Intel G2020 CPU, 8GB RAM, and a Windows 7 operating
system. The algorithms commonly used in the domain of
intrusion detection are K-Nearest Neighbor (KNN) [33],
support vector machine (SVM) [34], Gradient Boosting
Decision Tree (GBDT) [35], etc.Their execution effects based
on the KDD99 dataset in intrusion detection are shown in
Table 4.

By comparison among those classic classifiers, although
GNB has the lowest detection accuracy, it can train and
test the model within 1.42s. Other classifiers have higher
detection rate, but they can not meet the requirements of
intrusion detection with a longer detection time. SVM can
even take up to 10 hours, and GBDT also takes more than
2 minutes. Considering the time consumption, therefore, the
GNB classifier was selected as an intrusion detection classifier
in this paper, but there is a need for some improvements or
optimization. Although the detection rate for GNB classifier
is not as good as other classifiers, it has shorter detection
time. Moreover, after the improvement on PCA which is to
preprocess the input data for GBN classifier, the detection

rate of the model has a big improvement and is close to that
of other classifiers, and the detection time would be greatly
shortened.

4.2.2. GNB Combined with IPCA. When the data dimension
is reduced, some of the original data information will be lost,
so the detection effect may be decreased. In order to show the
time index in intrusion detection more clearly, the detection
time of the model combining PCA and Gaussian Naive Bayes
was recorded according to different number of principal com-
ponents. The relationship between the principal component
number and time is plotted as a line graph shown in Figure 2.

From Figure 2, it can be seen that as the number of
principal components increases, the training and testing time
of the model will be longer. It is well understood that the
more data features the model input, the greater the amount of
data were, and the longer training and testing time the model
would spend. At the same time, it can be seen that when the
PCA algorithm was not combined, the detection time of the
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Table 4: Comparison of effects of classifiers commonly used.

Classifier KNN GNB SVM GBDT
Detection time (s) 2888.12 1.42 36939.30 171.95
Detection rate 0.9332 0.8328 0.8992 0.9355
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Figure 2: The relationship of principal component number and detection time.

Gauss-Bayes method was 1.42s, and the detection time was
greatly decreased under 1s after the combination.The shortest
time required is only 0.138s.

In order to select the appropriate number of weighted
principal components, we compared the effects of different
principal components from 1 to 18 on experimental results.
And we found that the trend with 6-18 principal components
has similar decreasing trend to that of 2-6, so we have not
put them in Figure 3. The results of the relationship between
detection rate and weight coefficient with different principal
components from 1 to 6 are shown in Figure 3.

In Figure 3, the abscissa represents a weight coefficient
from 10−1 to 10−6. When the coefficient is 10−4, the detection
rate has been significantly improved. After that, it has small
change and tends to be steady.Thus, we set 10−4 as the optimal
weight coefficient. To compare the influence of weighted
principal number on detection rate more clearly, after fixing
the optimal weight coefficient, we discovered the best detec-
tion rate corresponding to the principal component number.
The statistical data are shown in Figure 4.

According to Figure 4, we can get that when the number
of principal components is 1, the improvement on detection
rate is not obvious. When the number of principal compo-
nents is 6, the detection rate dropped.Themain reason is that
when the number of principal components is too small, it is
difficult to eliminate data pollution completely; when it is too
large, the valid information in the data will be lost. Then the
optimal number of principal components is 2. At the same
time, from Figure 3, it can be seen that the detection rate is
obviously improved when the weight coefficient is 10−4 and
the principal component number is 2. When the principal
number is 2, the detailed detection accuracy with different
weight coefficient is shown in Table 5.

It can be seen that the weight of the first two eigen-
vectors can play a significant improvement effect; when the
coefficient is 10−4, the accuracy rate has been significantly

Table 5: Weights and accuracy.

Coefficient k Correct rate
10−1 0.8052
10−2 0.8052
10−3 0.8029
10−4 0.9106
10−5 0.9109
10−6 0.9109

improved, which reaches to 91.06%. Therefore, the detection
rate of the model combining GNB and IPCA is close to that of
other classifiers, and the detection time is much more fewer
than the time consumption of other classifiers.

4.2.3. Evaluation of Models. In this section, the results on
three models GNB, PCA + GNB, and IPCA + GNB are com-
pared from the perspective of time consumption and accu-
racy rate. And the detailed information is shown in Table 6.

From Table 6, we can see that the IPCA combined with
Gauss naive Bayes model has good effect. Comparing with
result from GNB, the time is shortened by 0.858s, and the
accuracy rate is increased by 9%. Training data setD contains
about 500,000 records, and test data set T contains more
than 300,000 records. On such amount of data, it just takes
about 0.562 seconds to train the model and test the data. The
accuracy rate reached to 91.06%. In addition, other indicators
such as precision, recall, and f1-score were also used to
evaluate the model. The statistics of these three indicators
on evaluating classical data mining methods mentioned in
previous section are shown in Table 7.

The effects of themodel presented in this paper are greatly
improved compared to the traditional GNB, which ultimately
are close to or even better than the effects of KNN and SVM
in all kinds of evaluation indicators. At the same time, it can
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Table 6: Comparison of three models.

Model GNB PCA + GNB IPCA + GNB
time (s) 1.42 0.557 0.562
Accuracy rate 0.8328 0.8052 0.9106

Table 7: Precision, recall, and f1-score.

model category precision recall f1-score

KNN
normal 0.75 0.99 0.85
abnormal 1.00 0.92 0.96
avg / total 0.95 0.93 0.94

SVM
normal 0.66 1.00 0.79
abnormal 1.00 0.88 0.93
avg / total 0.93 0.90 0.91

GDB
normal 0.76 0.99 0.86
abnormal 1.00 0.92 0.96
avg / total 0.95 0.94 0.94

GNB
normal 0.54 0.98 0.70
abnormal 0.99 0.80 0.88
avg / total 0.90 0.83 0.85

PCA+GNB
normal 0.00 0.00 0.00
abnormal 0.81 1.00 0.89
avg / total 0.65 0.81 0.72

IPCA+GNB
normal 0.80 0.73 0.76
abnormal 0.94 0.96 0.95
avg / total 0.91 0.91 0.91
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Figure 3:The relationship of detection rate and weight coefficient.

also be seen that the values of three evaluation indicators have
decreased after the introduction of PCA. After improving
PCA, the indicators have increased significantly. The intru-
sion detection method proposed in this paper has the highest
detection accuracy compared with the previous two methods
(GNB, PCA+GNB). After introducing PCA, the detection
rate is slightly decreased, which is obviously improved by
IPCA. The time involved in the experiment is the execution
time of an experiment. Due to different performance and
stability for the computer, each experiment result will be
slightly different, but it would not be big difference. In order

to make a clearer comparison of the differences between the
three methods in the aspect of time consumption of intrusion
detection, the time is recorded by doing the experiment ten
times for each method. They are shown in Figure 5.

In Figure 5, it is clear to see the time contrast among the
three methods. The average detection time of GNB method
is 1.259s, and the average detection time of PCA and GNB
is 0.558s. The average detection time of IPCA and GNB
is 0.494s. It is proved that the intrusion detection method
proposed in this paper has the highest detection accuracy and
the shortest detection time in the three methods.
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Table 8: Cross-validation results.

1 2 3 4 5 mean
10−1 0.4308 0.8483 1.0000 0.9313 0.8050 0.8031
10−2 0.4308 0.8483 1.0000 0.9313 0.8050 0.8031
10−3 0.4422 0.8474 1.0000 0.9316 0.8053 0.8053
10−4 0.5931 0.9124 1.0000 0.9505 0.8609 0.8634
10−5 0.6170 0.9438 1.0000 0.9542 0.9021 0.8834
10−6 0.6172 0.9439 1.0000 0.9542 0.9021 0.8834
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Figure 4: Detection rate with different principal component number.
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Figure 5: The relationships between the detection time and the execution number.

4.3. Cross-Validation. The accuracy obtained from the above
experiments is based on just one experiment for eachmethod.
Training data and test data come from the training data and
test data that have been divided in the KDD99 dataset, so it
may not have universal significance. To get a convincing accu-
racy rate of intrusion detection, cross-validation is applied
here. Instead of using the test data set prepared by KDD99,
training data setD is divided into L subsets with the same size,
then select one of them as the verification set at each time,
and the remaining L-1 subsets are regarded as training data
sets. The cross-validation results are shown in Table 8. In this
paper, we set L=5.

The results of cross-validation prove that the optimiza-
tion parameter is 10−6, which is different from the optimal

parameters of the above experiment, but the results of these
several parameters are not much different, and different data
set may result in different optimal parameters. Therefore,
the optimal weight coefficient still takes 10−4. The average
detection rate is 86.34%. Although the detection rate by the
experiment on the test set in KDD99 is higher, the detection
accuracy is still up to 86%, which proves the efficiency of the
method.

5. Conclusion and Future Work

This paper proposed an intrusion detection method based
on improved PCA and Bayes. Comparing with different
classifiers, it shows that Bayes classifier is more suitable for



10 Security and Communication Networks

intrusion detection because of its fast speed for classification.
The intervention of principal component analysis can greatly
reduce the detection time, and then the weight coefficient was
defined to improve the PCA, so as to simplify the input data.
By comparing the detection rate and detection time with the
classical Bayesian intrusion detection method, it proves that
the method presented in this paper works best in network
intrusion detection. This method has high accuracy, and it
can also solve the high requirement of intrusion detection
timely.

What is more, some works need to be further improved
in our future research; for instance, this paper only focuses on
the overall detection rate with normal and abnormal. It does
not pay attention to the detection effect on different types
of attack. And the proposed model may not work well for a
particular attack. There is also no scientific selection method
for the selection of weight coefficients for the improved
PCA method. The future work would mainly focus on the
selection of coefficient and explore the relationships between
the weight coefficient and the characteristics of the data itself.
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