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Currently, manymethods are available to improve the target network’s security.The vast majority of them cannot obtain an optimal
attack path and interdict it dynamically and conveniently. Almost all defense strategies aim to repair known vulnerabilities or limit
services in target network to improve security of network. These methods cannot response to the attacks in real-time because
sometimes they need to wait for manufacturers releasing corresponding countermeasures to repair vulnerabilities. In this paper,
we propose an improved Q-learning algorithm to plan an optimal attack path directly and automatically. Based on this path, we use
software-defined network (SDN) to adjust routing paths and create hidden forwarding paths dynamically to filter vicious attack
requests. Compared to other machine learning algorithms, Q-learning only needs to input the target state to its agents, which
can avoid early complex training process. We improve Q-learning algorithm in two aspects. First, a reward function based on the
weights of hosts and attack success rates of vulnerabilities is proposed, which can adapt to different network topologies precisely.
Second, we remove the actions and merge them into every state that reduces complexity from 𝑂(𝑁3) to 𝑂(𝑁2). In experiments,
after deploying hidden forwarding paths, the security of target network is boosted significantly without having to repair network
vulnerabilities immediately.

1. Introduction

A defense strategy represents a series of defense methods
in the target information system network that can reduce
the attack success rate of attackers. Currently, many methods
are available to generate a defense strategy. The most impor-
tant problem is the game between cost and performance.
The defense strategy may own excellent performance, but
defenders scan and recapture the information system inmost
instances, which is very uneconomic.

Generally speaking, whether it is SDN or traditional
network, we can plan defense strategy through locate optimal
attack path. Regarding this method, a majority of previous
papers specify generating a complete attack graph [1–3];
however, in a very large computer cluster, the state explosion
problem tends to affect the attack graph generation. Thus,
the optimal attack path cannot be modeled quickly, and in
extreme cases, itmay not be possible to determine the optimal
attack path. In [4], authors use the ant colony optimization
(ACO) approach to search the optimal attack path based

on the minimal attack path [5], but ACO can easily fall
into a local optimum. Reference [6] proposes a HMM-
based attack graph generation method, and then authors
use ACO-based algorithm to compute the optimal attack
path. Based on this path, evaluating the security of target
network can be evaluated and corresponding countermea-
sures can be planned. But this method primarily handles the
known vulnerabilities. Reference [7] proposes a malicious
nodes-based security model enacting method, but its per-
formance on handling zero-day vulnerability is not strong
enough.

Reinforcement learning [8] is an area ofmachine learning
inspired by behaviorist psychology, concerned with how
software agents ought to take actions in an environment so
as to maximize a cumulative reward. It differs from standard
supervised learning in that correct input/output pairs are
never presented, nor are suboptimal actions explicitly cor-
rected. Further, the focus is on online performance, which
involves finding a balance between exploration (of uncharted
territory) and exploitation (of current knowledge).
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To determine a method that can model the optimal
defense strategy in many conditions, the algorithm of the
method must not depend on all states of the target network
and it should be able to decide which atomic attack should be
picked to be the next state dynamically.These abilities depend
on the characteristics of the specific algorithm.

In this paper, the optimal attack path between source
node and target node is computed by the improved Q-
learning algorithm. Concretely, in the first stage, we collect
information of known vulnerabilities and corresponding type
of hosts from national vulnerability database (NVD) [9].
Then, a fuzzy neural network will be used to train these
samples to gain the host weight. After getting host weight, the
reward function of improved Q-learning can be built. Using
this function, the optimal attack path can be located between
source node and target node.

In Section 2, we will introduce Q-learning, which is
followed by an overview of the main contributions of this
paper. In Section 3, the definition of a network model will be
discussed. We propose a reward function, and the optimal
forwarding path will be built based on this function. In
Section 4, we will discuss how to implement this method in a
real information system network.

Section 5 provides the experimental results for the opti-
mal protective path and discusses how to improve the Q-
learning algorithm.Thepaper concludeswith a summary and
future work in Section 6.

1.1. RelatedWork. There are several works in defense strategy
planning in recent years. Currently, many methods are
available to generate a defense strategy and thesemethods can
be classified into three categories. First, we can compute the
optimal attack path using attack graph and enact policies to
destroy the path. Second, we can locate the not-trust nodes
in target network and plan countermeasures to prevent these
nodes from being exploited by attackers.Third, special strate-
gies can be designed to aim to specific network environments
specific attack types. But all of these methods have inherent
defects.

Regarding the first method, the intrinsic of this method
is that system generates attack graph of target network and
then finds and interdicts the optimal attack path in the
attack graph. Wang et al. [6] propose a HMM-based attack
graph generation method and ACO-based algorithm to eval-
uate the security of target network and plan corresponding
countermeasures. This method can compute the transition
probability between each two states. Based on the probability
and ACO-based algorithm, the shortest attack path can be
found, which can be used to evaluate security metrics. But
this method owns some defects. Firstly, the complexity of
ACO algorithm is𝑂(𝑁𝑐∗𝑛2∗𝑚) (𝑁𝑐 is the iteration number,
𝑛 is the number of vertices, and 𝑚 is the number of ants
in ant colony) that is too high to computation if we process
computer cluster. Secondly, this technique’s performance is
not good enough when it deals with APT and zero-day
vulnerabilities, because the interval of time series of HMM
is slight less than the interval of APT and this method uses
Common Vulnerability and Exposures (CVE) [10]. Ghosh
et al. [4] proposes an ACO-based defense strategy planning

method. This method is similar as [6]. It uses minimal attack
graph to locate the optimal attack path, but this path may not
be the global optimal and this attack graphwill also show state
explosion issue if it is used in very large computer clusters.

For the second technique, the core of this technique
is to find the malicious nodes. Akbar et al. [7] propose a
Support VectorMachine (SVM) and rough set-based security
model building method. In that paper, authors use SVM and
rough set to classify the nodes in target network as trust
nodes, strange nodes, and malicious nodes. This technique
can also acquire the transaction success rate. This method
can handle zero-day vulnerabilities in some conditions, but
it needs a large number of sample data to training SVM that
is impossible to obtain enough data set in some network
environments because the data need to spend a lot of time
to collect.

Regarding the third method, the key of this method is
to handle specific attack types or vulnerabilities. Hu et al.
[11] characterize the interaction between defender and APT
attacker and an information-trading game among insiders as
a two-layer gamemodel.Through their analysis, the existence
of Nash Equilibrium for both games is certified and the
security metric can be evaluated. But this method can only
process APT; the generalization of it is limited. Same as
[11], Wang et al. [12] propose a 𝑘-zero-day safety method.
It starts with the worst case assumption that this is not
measurable which unknown vulnerabilities are more likely
to exist in the target network and ends to the number of
zero-day vulnerabilities that can destroy the network asset.
But the complexity of computing this metric is exponential
in the size of the zero-day attack graph. Furthermore, the
zero-day attack graph cannot reflect the condition of known
vulnerabilities related work.

1.2. Contribution. In this paper, we use an improved Q-
learning algorithm to generate the optimal attack path. In Q-
learning [8], which actionwill be selected is based on a reward
function. In other words, a large number of sample data are
not required, as is the case in many other machine learning
algorithms. Compared to temporal difference learning, Q-
learning can directly iterate an optimal policy, which in this
paper is the optimal attack path.Defining the reward function
is the key issue in Q-learning. In this paper, we use the host
weight and attack success rate of atomic attacks to build a
reward function. Specifically, the hostweight is decided by the
position the host stays in and services the host offers. Besides,
we improve the structure of state matrix in Q-learning. The
dimension of thematrix is reduced,which can lower the space
complexity. Furthermore, the networkmodel that reflects the
configuration of the target networkwill be used to analyze the
result of Q-learning.

Our ultimate goal is to build a hidden forwarding path.
In this path, we create virtual hosts that provide specific
defense strategies in SDN to filter specific attacks. These
hosts can be created or deleted dynamically, which can
ensure the computation of hidden forwarding paths will
occupy the SDN controller’s minimal memory space when
we want to change the routing path. Furthermore, through
using the hidden forwarding paths, vulnerabilities are filtered,
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Figure 1: Illustration of policy iteration in reinforcement learning.

which can guarantee the system’s security without repairing
vulnerabilities or limiting services on hosts.

The other contribution of this paper is to render the
defense strategy to be economical. Ourmethod does not need
scan or monitor hosts at all time. The hosts will be scanned
only if our algorithm thinks it is not-trust node.

2. Preliminary

2.1. Description of Q-Learning Algorithm. Q-learning is a
model-free reinforcement learning technique and it derives
from policy iteration. The flow diagram of policy iteration
is shown in Figure 1. Specifically, Q-learning can be used to
find an optimal action-selection policy for any given (finite)
Markov decision process (MDP). Therefore, the definition of
Q-learning is given in

𝑔𝑛 = (𝑖𝑛, 𝑎𝑛, 𝑗𝑛)
𝑠𝑛 = (𝑖𝑛, 𝑎𝑛, 𝑗𝑛, 𝑔𝑛) .

(1)

This formula denotes that the state 𝑖𝑛 transfers to 𝑗𝑛 = 𝑖𝑛+1
using action 𝑎𝑛, and the cost of this process is 𝑔𝑛. Above, 𝑛
represents the discrete time sequence.

In Section 2.1, Q-factor is considered as the sum of the
immediate cost and all of the successor states’ discount costs
which are followed by the current state in policy 𝜇.

However, different from policy iteration, Q-learning is an
incremental dynamic programming process, and it is very
suitable to solveMDPwhich does not have an apparent trans-
fer probability. Furthermore, Q-learning works by learning
an action-value function that ultimately gives the expected
utility of taking a given action in a given state and following
the optimal policy thereafter. A policy is a rule that the agent
follows in selecting actions, given the state it is in.When such
an action-value function is learned, the optimal policy can be
constructed by simply selecting the action with the highest
value in each state. Thus, the update formula of Q-factor is
given in

𝐽𝑛 (𝑗) = max
𝑏∈𝐴

𝑄𝑛 (𝑗, 𝑏)

𝑄𝑛+1 (𝑖, 𝑎) = (1 − 𝛿𝑛 (𝑖, 𝑎)) 𝑄𝑛 (𝑖, 𝑎)
+ 𝛿𝑛 (𝑖, 𝑎) [𝑔 (𝑖, 𝑎, 𝑗) + 𝛾𝐽𝑛 (𝑗)] .

(2)

𝑗 is the successor state and 𝛿𝑛(𝑖, 𝑎) is the learning rate
of state-action (𝑖, 𝑎) in time 𝑛. 𝐴 is the action set. 𝛾 is the
discount factor. Generally, in order to ensure the algorithm
converges to the optimal value, the learning rate can be set
based on

𝛿𝑛 =
𝛼

(𝛽 + 𝑛) , 𝑛 = 1, 2, 3, . . . . (3)

In this formula, 𝛼, 𝛽 are positive numbers. After we
evaluated a series of values of 𝛼 and 𝛽, we found that, if 𝛼/𝛽
is approximately 0.1, the convergence speed and the accuracy
of the Q-learning agent are suitable.

But the traditional Q-learning algorithm owns some
problems. Firstly, the Q-learning agent should choose an
action when a state transfers to other state, but in the infor-
mation system, we can fuse the action into state. Secondly,
the traditional Q-learning may generate redundant terms,
although the total reward of this path is the highest one. In
Section 3, we will discuss and solve these problems.

2.2. Software-Defined Network. Software-defined network-
ing (SDN) is an approach to computer networking that
allows network administrators to programmatically initialize,
control, change, and manage network behavior dynamically
via open interfaces [13] and abstraction of lower-level func-
tionality. SDN is meant to address the fact that the static
architecture of traditional networks does not support the
dynamic, scalable computing and storage needs of more
modern computing environments such as data centers. This
is done by decoupling or disassociating the system thatmakes
decisions about where traffic is sent (the SDN controller
or control plane) from the underlying systems that forward
traffic to the selected destination (the data plane). The SDN
structure is shown in Figure 2.

3. Building the Optimal Attack Path

The optimal attack path is the most cost-effective attack path
from source node to target node in an information system
network. Using the optimal attack path, the attacker can
achieve his/her goal at minimum cost. In this paper, we use
the optimal attack path to build the hidden forwarding path.

3.1. Network Model. A network model reflects host informa-
tion in the target network, including software applications,
host name, host’s IP address and operating system, and
communication link. Using a networkmodel, we can produce
a network topology graph and installed software applications
configuration. In this paper, our networkmodel refers to [14],
but we have improved this model to suit our system. The
structure of our network model is shown in Figure 3.

3.2. Evaluating Weights of the Hosts. In reinforcement learn-
ing, the reward function is the core facilitator. If and only if we
have a reward function, the policy iteration or value iteration
can be executed. Currently, two methods are available to
obtain the reward function.

The first is to obtain the state set and the action set
and determine the relationship between them. A reward
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function can then be fitted, which is named the state-action
function or Q-factor. Furthermore, about several decades
ago, another method that can also obtain the reward func-
tion was proposed, named inverse reinforcement learning

[15, 16]. But to use the inverse reinforcement learning, the
optimal policy should be specified beforehand. Thus, in this
paper, we use the first method to obtain the reward func-
tion.
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Definition 1. Attack success rate of single weakness represents
the rate at which a weakness in the information system is
successfully exploited by attackers and the degree of difficulty
in carrying out the attack. This element is denoted as Pr.

The attack success rate of a single weakness can be
affected by a large number of factors, for instance, available
information on the weakness, the attack method, the attack
tool, and whether there is a communication link between the
source host and target node. The level of detail known about
a weakness will affect the attack success rate. The value of the
success rate of a single weakness attack can be found from the
Common Vulnerability Scoring System (CVSS) [17–19].

Definition 2. Host weight denotes a host’s weight in the target
network. It is the function defined by

Hw = 𝑓 (pos, sev) . (4)

In this equation, Hw is the host weight, pos represents
the host’s position (Internet, DMZ, Intranet), and sev denotes
which services the host offers (MAIL, WEB, DNS, SQL, FTP,
Management, etc.). Therefore, this equation indicates that
host weight is decided by the host’s position and the services
it provides. Unfortunately, all services and position are not
known, nor is the relationship between the position and a
service. However, we can estimate the importance of these
attributes based on basic knowledge of computer networks.
For instance, the importance of different positions in an
information system is Intranet > DMZ > Internet, and
for the services, Management > SQL > FTP > DHCP >
MAIL > DNS >= WEB. Furthermore, we know that pos
and sev are positively correlated. Thus, we can build a fuzzy
set based on this knowledge and use fuzzy computation to
determine the value of the host weight. In this paper, we use a
T-S fuzzy neural network (FNN) to fit the weight of host.The
structure of the neural network is shown in Figure 4.

In this figure, 𝑋𝑖 is an input vector. In this paper,
in order to simplify the calculation and fit our network,
it is denoted as a ten-element tuple <Pos𝑖,Pos𝑗,Pos𝑘,
Sev1, Sev2, Sev3, Sev4, Sev5, Sev6, Sev7>. pos and sev are the
type of position and service, respectively. 𝜇 represents the
membership function, 𝜔 is the result of the fuzzy compu-
tation, and 𝑃 denotes the coefficient of the neural network.
𝑌𝑛 is the neural network’s output and is a single-element
tuple <Weight>. Weight denotes the host weight. 𝑌𝑒 is the
expectation output. It represents the host weight. At first, we
just categorize all hosts into five different degrees based on
the impact of their confidentiality, integrity, and availability
on the target network, Danger, High, Medium, Low, and Very

Low, but these only reflect the weight of a host roughly. In the
next step, we use our algorithm to fit more accurate results.

In this paper, the proposed host weight is computed
based on a fuzzy self-adaption weight correction algorithm.
In the first stage of the algorithm, we quantify the sample
data. Because accurate results will be obtained by the fuzzy
computation, we just need an initial value that reflects the
importance of different attributes. We then normalize the
sample and initialize the T-S fuzzy neural network, including
the number of neurons in every layer, the initial learning rate
and 𝑃, and the evolution times of the network. After training
the network, for every input’s attribute, 𝜇, a coefficient vector
of the parameters in (4), which is defined in (5), can be
obtained using the algorithm

𝜇 = ∑
𝑗

𝜇𝑗, 𝑗 = 1, 2, . . . , 𝑘. (5)

In this equation, 𝑘 is the number of inputs parameters. Thus,
(4) can be redefined as

Hw = 𝜇𝑋𝑡. (6)

𝑋𝑡 is the set of pos, sev in the target network. Therefore,
the host weight can be solved from (6).

3.3. Modeling Optimal Attack Path Using Improved Q-
Learning Algorithm. After we obtain the information on
vulnerabilities and hosts in the target network, the process of
Q-learning begins.

Definition 3. Optimal attack path is an attack path which has
the highest probability to be chosen by intruders.

Definition 4. The not-trust nodes are the nodes in the optimal
attack path.

After we acquire the state set and action set, if we can fit
the reward function (cost function), the optimal attack path
can be determined.

3.3.1. The Proposed Reward Function. The reward function
(cost-to-go function) decides which action will be chosen
in the current state. Using the reward function, we can
obtain an optimal policy, which is the optimal attack path.
Because a state node represents a host-vulnerability pair, the
information of host and vulnerability will decide the reward
function. In this paper we formulate the reward function
based on host weight (Hw) and the attack success rate on
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Require:
(1)Host weight Hw
(2)The attack success rate of vulnerability Pr
(3) Vulnerability 𝑉
(4)Host Name HN
Ensure: Optimal policy (attack path) 𝜋∗
(5) function IQL(Hw, Pr, 𝑉, HN)
(6) 𝑛 ← 𝑠𝑖𝑧𝑒(𝑉) obtain the number of vulnerabilities
(7) 𝑚 ← 𝑠𝑖𝑧𝑒(HN) obtain the number of hosts
(8) 𝑆 ←getstate(𝑉,HN) gain state set
(9) 𝛾 ←getNumber() initialize discount factor
(10) 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑄 = 0 initialize value matrix
(11) 𝑅𝑒𝑤𝑎𝑟𝑑 ← R(𝑆,HN,Hw, 𝑆 ⋅ 𝑉 ⋅ 𝑃𝑟) build reward matrix
(12) for 𝑡 = 1 : 𝑛 𝑛 is iteration step do 𝑄𝑡+1(𝑖𝑡+1) ←

funcQ(𝑄𝑡(𝑖𝑡), 𝛿𝑡, 𝛾, 𝑅(𝑖𝑡, 𝑖𝑡+1), 𝐽𝑡(𝑖𝑡+1)) obtain the optimal policy
(13) if 𝑄𝑡+1(𝑖) = 𝑄𝑡(𝑖) then break
(14) end if
(15) end for 𝜋∗ ← 𝑖0, 𝑖1, . . . , 𝑖𝑛
(16) return 𝜋∗
(17) end function

Algorithm 1: Planning optimal attack path based on improved Q-learning algorithm.

a single weakness (Pr). Therefore, the reward function is
defined by

𝑅 = 𝑓 (Hw,Pr) . (7)

From this equation, we know that the reward function
is decided by Hw and Pr, but the relationship between the
host weight and attack success rate of a single weakness
is not known. Generally, there is a positive relationship
between Hw and Pr, and they are interdependent. Thus,
we use a multiplication sign to connect Hw and Pr. We
should also consider the impact of a host on the information
system network (see the intermediate item in (8)). For the
relationship between attack success rate and host weight,
we believe the host weight is less important than the attack
success rate, because the calculation aims to vulnerabilities;
thus, the square root of Pr is used in (8), which ensures the
variation range of the value of attack success rate is bigger
than host weights. The reward function is rewritten as

𝑅 = √𝑃𝑟 ×
Hw𝑖

∑𝑗Hw𝑗
× ∑
𝑚

𝑇𝑖𝑚. (8)

In this equation, Hw𝑖 is the weight of host𝐻𝑖 which owns
a specific vulnerability. 𝑇𝑖𝑚 denotes the 𝑚th privilege which
can be captured on𝐻𝑖 based on a specific vulnerability. Hw𝑗 is
theweight of a host in the target network. 𝑐 is the total number
of hosts in the target network.

3.3.2. Improved Q-Learning Algorithm Structure. After ob-
taining the reward function, we determine 𝑔𝑛 in (2) and
calculate theQ-factor. In this paper, we use deterministic state
transition model. Our contribution is that we merge actions
into state set, because we actions and states are bounder
together. Thus, the dimension of state transition matrix in
Q-learning is reduced, that means the space complexity of

improved Q-learning is lower than traditional Q-learning
algorithm. In addition, to avoid the attack circle, we set 𝑃𝑟 to
a small number if the target host is the source host; thus the
reward matrix is recalculated based on the new 𝑃𝑟. Using this
Q-factor, the optimal policy/attack path from source node
to target node can be acquired. The improved Q-learning
algorithm to identify the optimal attack path is shown in
Algorithm 1.

In this algorithm, 𝑖𝑡 represents a state in time 𝑛. In
this paper, a state is a two-element tuple <HostName,
Vulnerability>. Because the states in the Q-learning system
are host-vulnerability pairs, attaining the optimal policy
means obtaining a set of host-vulnerability pairs that define
the optimal attack path.

4. Building Dynamic Forwarding Paths in
a SDN Environment

Nowadays, for an information system network, the most
common defense strategy is to divide the target network
into Intranet and DMZ. In the Intranet, some hosts are
prohibited to visit other hosts or services, but the restrictions
are very inconvenient for users. If the administrators find
new vulnerabilities in a target network, some services or
applications must be stopped to repair these vulnerabilities,
which is uneconomic. Besides, if firewalls and/or IDS do not
have a specific property, they cannot defend from specific
attacks. To solve these problems, we propose the hidden
forwarding path in this paper.

4.1. Building Hidden Forwarding Paths Using SDN. Using
SDN, we can build forwarding nodes arbitrarily. In
Figure 5(a), all hosts in the target network can connect
with each other. In this case, the security of the target
network cannot be very high because the forwarding
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Figure 5: (a) An information system network’s forwarding structure without any router. (b)The forwarding structure using traditional three-
layer switching. (c) The forwarding path using SDN.

structure is too complex to monitor. To solve this issue,
traditional networks use routers and switches to control
the forwarding path (see Figure 5(b)). Generally, the core
switch divides the information system network into two
zones, DMZ and Intranet. If we change the forwarding path
using the optimal attack path, the network structure should
be altered. For example, if the web server visits application
server, the application server responds to the requests of
the web server by accessing data in the database server.
If the application server is located in optimal attack path,
the initial routing path should be changed or prohibited to
protect system’s security; for example, theoretically speaking,
the web server can send packets to other servers, and these
severs will visit database server. But this is unpractical
scheme, because in traditional network, part of network

topology is fixed. Thus, we cannot modify the forwarding
path directly, meaning we cannot avoid the not-trust nodes
without repairing vulnerabilities or limiting some services.
In this paper, we use SDN to create the specific virtual hosts
being used as forwarding nodes. In the first step, according
to the not-trust nodes, we create virtual hosts that offer
specific services, defense strategies, or interfaces to keep the
original network structure in SDN environments. A sample
of a hidden forwarding path is shown in Figure 5(c). In this
network, the optimal attack path is

WebServer 󳨀→ ApplicationServer 󳨀→ DatabaseServer. (9)

According to this attack path, we can add virtual hosts
to be forwarding nodes between each two nodes and specific
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Figure 6: Network topology graph.

security strategies can be enacted on these virtual hosts, and
the hidden forwarding path is shown as follows:

(VirtualHost1[)WebServer 󳨀→ (VirtualHost2[)
ApplicationServer 󳨀→ (VirtualHost3[)DatabaseServer

(10)

In virtualHost 1, we just analyze the packets that represent
an HTTP request, and the function of Host 2 and Host 3
is similar to Host 1. Thus, every virtual host can defend
against specific attacks, which is more effective and cost-
effective than placing firewalls between every not-trust node.
Concretely, in Figure 5(b), if the web server wants to commu-
nicate with application server, it will send the request packets
to router and the routerwill send packets to application server
through its routing table. But in Figure 5(c), if the web server
sends packets, they will be sent to virtual Host 2 first. Then,
virtual Host 2 will send packets application server. For the
defense strategy in this optimal attack path, we should add
filters that can filter attacks aimed at web, application, and
database servers. We have two methods to add filters. First,
we addweb, ftp, and database filters into the first node (virtual
Host 1). Second, because different servers are divided into
different blocks in SDN environments, we can add specific
filters on corresponding virtual hosts. In the first method,
we must change the defense strategy if the optimal attack
path changes. In the second method, we just need to add

or delete corresponding virtual hosts in SDN environments,
which is much more convenient and efficient than the first
method.

After implementing these specific functions on the virtual
hosts, they form the hidden forwarding path. We can easily
monitor the security logs of these virtual hosts. Further-
more, because the route is computed by the controller, we
can change the hidden forwarding path dynamically and
update the mapping table in the DNS server, which will not
influence the physical components of the information system
network. By using this method, administrators need not
repair known and 0-day vulnerabilities in the target network
immediately.

5. Experiment

In this experiment, we offer an example of building a hidden
forwarding path. The network topology graph which is
shown in Figure 6 is based on the network model mentioned
in Section 2.1. Some security policies are implemented in
this network: the firewall divides the information system
network into three zones which represent Internet, DMZ,
and Intranet, respectively. The web servers are configured in
DMZ to offer web service to users. Hosts in the Intranet are
not allowed to access the Internet. In addition, there is an
intrusion detection system (IDS) in the Intranet to supervise
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Table 1: Information of software and vulnerabilities on the terminals in the target network.

Host Network segment Service CVE number Success rate
𝐻0 Internet Attack Tools None 0
𝐻1 Internet Office None 0
𝐻2 DMZ IIS7.0(HTTP) CVE-2015-1635 0.9
𝐻3 DMZ IIS7.0(HTTP) CVE-2015-1635 0.9
𝐻4 DMZ BIND9(DNS) CVE-2015-5477 0.6

𝐻5 Intranet

Sendmail(Mail) CVE-2009-4565 0.5
OpenSSH 5.4(SSH) CVE-2016-0778 0.3
OpenSSH 5.4(SSH) CVE-2016-0778 0.3
MySQL 5.7.12(SQL) CVE-2016-3521 0.6

CVE-2016-3614 0.3
𝐻6 Intranet MySQL 5.7.12(SQL) CVE-2016-3521 0.6

CVE-2016-3614 0.3
𝐻7 Intranet Serv-U 10.5.0.19(FTP) CVE-2011-4800 0.7
𝐻8 Intranet Outlook(Mail) CVE-2015-6172 0.4

System CVE-2003-0352 0.6

Table 2: Grade of pos and sev in host weight.

Internet DMZ Intranet Web DNS MAIL DHCP SQL FTP Manager
Initial value 1 2 3 1 2 3 4 5 6 7
Coefficient 0.279 0.362 0.363 0.345 0.378 0.337 0.355 0.375 0.399 0.384
Result 0.28 0.72 1.09 0.25 0.76 1.01 1.42 1.88 2.39 2.69

the entire target network. Also, Internet users can only access
the IIS web services on Host 2 and Host 3 and the domain
name service on Host 4. At the same time, Host 2 and Host 3
can access Host 4’s Sendmail service and the SQL service on
Host 5 and Host 6. Host 7 is a FTP server which can also be
accessed by Host 2 and Host 3. But Host 2, Host 3, and Host 4
are prohibited from accessing Host 8 (Intranet management
terminal) directly. Host 8 can access and download data from
Hosts 2 to 7. The software applications and vulnerabilities on
every terminal are shown in Table 1.

In this paper, we extract 3000 fuzzy information items
from the hosts to build the sample data. Because we only need
the initial value of the input’s attributes (𝑋 in Section 3.2)
to represent the importance of different attributes, if a host
does not offer a service or is not installed in the position,
the attribute’s value is set to 0. In contrast, if the host offers a
service or is installed in the position, the value of the attribute
is set to a number based on the importance of the attribute.
Initially, an attribute with least importance is set to 1, and
other attributes’ values will in turn increment at an interval
of 1 based on the least important attribute’s value. Thus, the
initial values of sev and pos are shown in the first line in
Table 2.

Based on this table, we obtain the value of input data.
The neural network’s output is the host weight. Because the
expectation output (𝑌𝑒) only reflects the host weight roughly,
it is only necessary for the network’s output to display a
similar trend to the expectation results. Thus, the result of
testing instance prediction is shown in Figure 7.

Testing instance prediction
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Error
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Figure 7: Results of training instance of host weight using FNN.

From Figure 7, the prediction of testing instance follows
the same trend as the expectation result of testing instance. If
we round off the prediction result (Figure 8), the prediction
is equal to the expectation.Therefore, the parameters trained
by the fuzzy neural network are assumed to be correct.
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Testing instance prediction (rounding off)
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Figure 8: Results of training instance of host weight using FNN
(round off).

The coefficients and the grading standards of pos and sev
defined in (4) are shown in the second and third lines in

1
0.8

Reward value
0.6

0.4
0.200

Action-target state
5

10

0

5

10

15

15

Cu
rr

en
t s

ta
te

Figure 9: Reward matrix of improved Q-learning algorithm.

Table 2. In this table, the first line shows the membership
of every pos and sev, and the second shows every element’s
factor.

According to Table 2, the initial rewardmatrix is obtained
and is shown in Figure 9.

In this paper, we set Pr to 0.1 if the target host is the source
host and the reward matrix is recalculated based on the new
𝑃𝑟. Besides, we assume that the attackers’ goal is to destroy the
database of the target network; thus the optimal attack path
is

𝐻1,Root 󳨀→ CVE − 2015 − 1635 󳨀→ 𝐻3,Root 󳨀→ CVE − 2011 − 4800 󳨀→ 𝐻7,Root. (11)

Thus, we can find the not-trust nodes. Based on these
nodes’ information and SDN, the hidden forwarding path
can be built. Thus, the new network topology is shown in
Figure 10.

5.1. Testing Results. In this section, we test the performance
of the hidden forwarding path (Figure 10) and the traditional
forwarding path (Figure 5) in a real information system
network. We assume that the firewall cannot prevent the
attacker. We use CVE − 1025 − 1635 and CVE − 2011 − 4800
to be the test vulnerabilities, because they have the highest
attack success rate in the DMZ and Intranet, respectively.The
test results are shown in Table 3.

In Table 3, the reason for “Maybe” in the third line
is that the firewall and IDS may not provide an effective

defense against a specific type of attack, that is, a poten-
tially dangerous function. But in the hidden forwarding
path, the defense strategy is designed to ensure that the
suspicious packet is filtered by the virtual host. Further-
more, because we implement fewer defense strategies on a
virtual host, the cost of the operation will not be exces-
sive. On the other hand, adding some virtual forwarding
nodes in the target network will add memory utilization
and CPU utilization in the target network, although the
total cost of this defense strategy is much lower than
stopping some servers until the system vulnerabilities are
repaired.

Besides, we also offer the optimal attack path using
traditional Q-learning algorithm:

𝐻1,Root 󳨀→ CVE − 2015 − 1635 󳨀→ 𝐻3,Root 󳨀→ CVE − 2015 − 1635 󳨀→ 𝐻3,User 󳨀→ CVE − 2011 − 4800 󳨀→ 𝐻7,Root. (12)

Comparing the optimal attack path obtained from
improved Q-learning algorithm with the path gained from
traditional Q-learning algorithm, we can see that the result
of improved Q-learning algorithm is terser than traditional
Q-learning.

We also compare our method with other defense strate-
gies.The results are shown in Table 4.The computingmethod

of value of “𝐶𝑜𝑠𝑡” of an algorithm refers to security metrics
and defense cost mentioned in [6].The “𝐶𝑜𝑠𝑡” consists of two
parts: one is defense cost, and the other is attack cost. The
“𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦” and “𝐶𝑜𝑠𝑡” determine “𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒.”

In Table 4, IQL is themethod proposed in this paper, TQL
is traditional Q-learning algorithm, and DG-HMM is the
algorithm proposed in [6]. From this table, we can find that
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Table 3: Test result of attack target node.

Network structure Vulnerability name Attack vector Filter or not Attack successfully or not
Original routing path CVE-1025-1635 Network No Yes
Hidden routing path CVE-2015-1635 Network Yes No
Original routing path CVE-2011-4800 Network Maybe Maybe
Hidden routing path CVE-2011-4800 Network Yes Not

Table 4: Result of comparing test.

Method Time complexity Space complexity Cost Performance
IQL 𝑂(𝑒 ∗ 𝑁) 𝑂(𝑁2) (10.4, 29) High
TQL 𝑂(𝑒 ∗ 𝑁) 𝑂(𝑁3) (10.4, 29) Middle
AG-HMM 𝑂(𝑇 ∗ 𝑁2) 𝑂(𝑁2) (14.3, 20.9) Middle
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Figure 10: Implementing hidden routing path.



12 Security and Communication Networks

our approach is superior to the other two methods, whether
in time complexity or at cost.

6. Conclusion

In this paper, we propose a dynamic hidden forwarding
path planning method using improved Q-learning (IQL).
The IQL improves running speed of Q-learning agent. Using
IQL, the optimal attack path can be obtained quickly and
does not rely on the complete or minimal attack graph. The
defense strategy obtained from optimal attack path, hidden
forwarding path, can be implemented inmany different kinds
of network environments. SDN can allocate the bandwidth
based on the network traffic condition, that means although
a large number of packets may be sent to one virtual host,
these data will not trigger a DoS attack indirectly.

In the next stage, we aim to optimize the cost function to
improve the speed of convergence. In addition, we are going
to implement this method in a traditional office network
without triggering a DoS attack.
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