On the Detection of a Non-Cooperative Beam Signal Based on Wireless Sensor Networks
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1. Introduction

1.1. Background and Motivation. The sixth generation (6G) mobile communication system puts forward some higher requirements for the system capacity, transmission rate, and security [1–4]. Beamforming technology utilizes spatial gain to meet the needs of increasing system capacity which has become a major trend, focusing limited energy on a specific direction for transmission [5, 6]. It has been widely studied in recent years for different technologies: millimeter wave (mmWave) [6–8], massive multiple-input multiple-output (MIMO) [9], nonorthogonal multiple access (NOMA) [10, 11], satellite communication [12], vehicular communication [13], device-to-device networks (D2D) [14, 15], etc.

Millimeter wave communication is considered a promising 5G network technology. The frequency of 30–300 GHz is a new area of cellular communication, which provides a larger bandwidth and gains further benefits through beamforming and spatial multiplexing of multielement antenna arrays [7]. Massive MIMO is a new and technically challenging system, and its key feature is to communicate a large number of base station antennas with users through beamforming technology [9]. Through using QAM-64 signals, the massive MIMO millimeter wave transceiver based on beamforming can achieve a stable 5.3 Gb/s throughput for a single user in a fast-moving environment [16]. In vehicular communication, beamforming technology is combined with millimeter wave to support the massive automotive sensing [13]. In radar applications, large radio arrays are used for beamforming to obtain enhanced radar performance [17]. The authors also investigated the application of these arrays from an energy and cost-effective perspective to promote new applications [9, 18]. Besides the above applications, beamforming is often used in the detection, directional communication [19–21], smart surface antenna [22], and covert communication [23].

However, the focus of most research is to combine the beamforming with millimeter wave, massive MIMO, and
other technologies to increase transmission capacity and reduce interference. Motivated by this fact, if we can detect multiantenna beam signal by WSNs that will bring the following benefits, first, it can better serve the spectrum sensing of secondary users for multiantenna primary users in cognitive radio [24]. Then, by detecting unknown beam signals, we can protect important targets from being discovered. Also, detecting the beam signal and obtaining as much beam information as possible is very significant for multiantenna beam tracking [15, 25].

1.2. Related Work. Wireless sensor network uses a large number of miniature sensor computing nodes to conduct real-time monitoring collaboratively through a self-organizing network, perceiving and collecting information about various environments or detection signal [26]. In recent years, with the rapid development of wireless communication technology and electronic device technology, the development and wide application of low-cost, low-power, and multifunctional wireless sensors have become possible. WSNs have been used in battlefield monitoring, environmental perception, search and rescue [26, 27], etc.

Beamforming, also known as spatial filtering, is a signal processing technique that shows potential to significantly raise user throughput, enhance spectral and energy efficiencies, and increase the capacity of mobile networks in the mmWave frequency bands with massive antenna arrays [6, 28]. Many scholars have conducted research and application of beamforming technology. For instance, Zhang [29] introduced the progress and advantages of beamforming technology. Xu et al. [30] proposed a beamforming scheme to enhance the wireless information transmission of terrestrial cellular networks and satellite networks. A fast beam alignment algorithm was investigated for mmWave communications in [31]. Liu [32] applied beamforming technology to cognitive radio cooperative spectrum detection which had better detection performance. The author studied the application of beamforming in the sharing of millimeter wave spectrum between satellites and high-level platform networks and how to better design beams under incomplete channel state information [12]. The author studied the resource allocation design in the cellular mass Internet of Things (IoT) based on NOMA and coordinated the originally harmful cochannel interference in mass access through spatial beamforming [10, 33]. Yu et al. [34] studied the impact analysis of directional antenna arrays on millimeter wave network coverage.

It can be seen from the above that multiantenna will be more used in future communications, and beamforming technology will play an important role in future communications. However, these research results are all about how to improve the capacity and rate of communication through beamforming technology. At the same time, the authors considered the distributed detection problem, that is, the sensor transmits its local decision through a fully known wireless channel in [35]. The problem of distributed event detection under Byzantine attacks is considered in [36]. The theoretical performance analysis of detection fusion based on conditional dependence and independent local decision-making is derived in [37]. The distributed detection of WSNs under multiple receiving antennas fading channels is studied in [38]. However, there is little research on how to perceive a beamforming signal. In accordance with the fact that non-cooperative beam signal has the characteristics that the sensors do not work without its beam coverage and lack the priori information. Unlike the previous research on detecting omnidirectional signals [39–41], it is difficult to detect the narrow and directional beam by the single sensor with the previous detection method, so we propose a non-cooperative beam signal detection scheme based on WSNs.

1.3. Contributions. The main contributions of this paper are summarized as follows:

(i) We construct an unknown non-cooperative beam signal perception scenario which detects the beam signals lacking the prior knowledge by deploying a large number of sensors to form a network.

(ii) Based on the general ED framework, we derive the detection probability expression under the given false alarm probability and propose a “k rank” fusion algorithm by jointly exploiting the ED information and location information of the sensors.

(iii) To verify the detection performance of the proposed algorithm in the beam scene, we provide some simulation results to demonstrate the effectiveness of the algorithm. In addition, we discuss the impact of different parameters on the detection performance.

The rest of this paper is organized as follows. In Section 2, the system model is presented and energy detection probability is derived based on the received signal strength of the sensor. In Section 3, we have a brief introduction to the fusion rules. We propose an improved “k rank” algorithm based on distance selection in Section 4. Simulation results and analysis are provided in Section 5. Finally, we conclude the paper in Section 6.

1.4. Notations. For the sake of convenience, we use lower-case and upper-case bold letters represent vectors and matrices, respectively. The key notations used herein are summarized as in Table 1.

2. System Model

We consider a system model where WSNs are used to perceive the non-cooperative beam signal, as shown in Figure 1. Suppose an unknown multiantenna transmitter (equipped with $m$ antennas) transmits a plane static beam signal through the beamforming technology. A wireless sensor network is composed of $N$ uniformly distributed sensors where $J$ sensors are within the coverage of the beam signal. The sensor is usually a miniature embedded system that has the ability to perceive physical environment data and process data, but its processing power, storage power,
and communication capabilities are relatively limited. We assume that the fusion center (FC) knows the position information of the sensors by exchanging information.

The received signal strength of the $i$-th sensor can be characterized by the following beam signal propagation model:

$$p_i = P_{tx} g_i \left( \frac{4 \pi d_i}{c} \right)^{-\alpha_n},$$

where $g_i$ refers to the combined beamforming gain for the link between the $i$-th sensor and unknown multiantenna transmitter, $P_{tx}$ is the transmit power of the unknown multiantenna transmitter, $\alpha_n \geq 2$ is the power decay coefficient, $c$ is the speed of light, and $d_i$ is the distance between the $i$-th sensor and the unknown multiantenna transmitter.

According to the signal whether it is in the beam coverage or not, the received signal is

$$\begin{cases} y_{\text{inside}} = H_{\text{inside}} x + v, \\ y_{\text{outside}} = H_{\text{outside}} x + v, \end{cases}$$

where $x \in \mathbb{C}^{m \times 1}$ is the signal emitted by the radiation source and signal variance is $\sigma_v^2$; $H_{\text{inside}} \in \mathbb{C}^{m \times 1}$ and $H_{\text{outside}} \in \mathbb{C}^{m \times 1}$ are the channel matrix of the beam source ($m$ antennas) with the sensor in the beam and not in the beam, respectively; the beam signal $x$ is represented as

$$x = w u,$$

where $w \in \mathbb{C}^{m \times 1}$ is the beam excursion vector and satisfies $||w||^2 \leq P_{tx}$ and $u$ is the coded signal.

A binary hypothetical model at the $i$-th sensor is modeled as

$$y_i(n) = \begin{cases} v(n), & H_0, \\ H x(n) + v(n), & H_1, \end{cases}$$

where $n = 1, \ldots, N_s$, $N_s$ is the number of samples, $H$ is the channel matrix, and assume that the transmitted signal passes through additive white Gaussian noise (AWGN) channels, so $v(n) \sim \mathcal{CN}(0, \sigma_v^2)$.

For non-cooperative beam signals, the energy detection algorithm [42] can be conveniently detected without the prior information. It compares the energy value of the received signal at the sensor in a period with a preset threshold.

---

**Table 1: Notations throughout this paper.**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(\cdot)$</td>
<td>The probability</td>
</tr>
<tr>
<td>$P(\cdot</td>
<td>\cdot)$</td>
</tr>
<tr>
<td>$Q(\cdot)$</td>
<td>Generalized Marcum $Q$ function</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>Empty set</td>
</tr>
<tr>
<td>$E[\cdot]$</td>
<td>Expectation operator</td>
</tr>
<tr>
<td>$\exp[\cdot]$</td>
<td>Exponential function</td>
</tr>
<tr>
<td>$\mathbb{C}^{m \times n}$</td>
<td>Complex space of $m \times n$</td>
</tr>
<tr>
<td>$\mathcal{CN}(0, \sigma_v^2)$</td>
<td>Complex Gaussian distribution with mean 0 and variance $\sigma_v^2$</td>
</tr>
</tbody>
</table>

---

**Figure 1:** The detection system model of a non-cooperative beam signal based on WSNs.
to judge whether the target signal exists [43]. When the number of signal samples collected during each sampling period is large enough, according to the central limit theorem, the test statistics is approximately normal distribution. The signal energy value distribution of \( i \)-th sensor in sampling periods \( T \) is expressed as

\[
Y_{i,T} = \begin{cases} 
\mathcal{N}\left( V_0, \frac{v_0^2}{N_s} \right), & H_0, \\
\mathcal{N}\left( p_{i,T} + V_0, \frac{(p_{i,T} + V_0)^2}{N_s} \right), & H_1,
\end{cases}
\]

where \( p_{i,T} \) is the signal strength received by the \( i \)-sensor, given by the formula (1), and \( V_0 \) is the noise power.

Then, the detection probability \( P_{d,i} \) and the false alarm probability \( P_{f,i} \) can be expressed as

\[
P_{d,i} = P(Y_i \geq \gamma_i H_1) = Q\left( \frac{\gamma - (p_{i,T} + \sigma_i^2)}{\sqrt{(p_{i,T} + \sigma_i^2)^2}/N_s} \right),
\]

\[
P_{f,i} = P(Y_i \geq \gamma_i H_0) = Q\left( \frac{\gamma - \sigma_i^2}{\sigma_i^2/N_s} \right),
\]

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-y^2/2} dy \) is the Generalized Marcum Q function.

Under the given constant false alarm probability \( P_{f,i} \), the energy detection threshold \( \gamma \) can be obtained as

\[
\gamma = \sigma_i^2 \left( 1 + \sqrt{1/N_s} Q^{-1}(P_{f,i}) \right).
\]

So, the detection probability \( P_{d,i} \) can be expressed as

\[
P_{d,i} = P(Y_i \geq \gamma_i H_1) = Q\left( \frac{\sqrt{1/N_s} Q^{-1}(P_{f,i}) - p_{i,T}}{\sqrt{(p_{i,T} + \sigma_i^2)^2}/N_s} \right).
\]

### 3. Fusion Rules of Wireless Sensor Networks

The fusion rules in wireless sensor networks is also called multisensor data fusion technology, which optimizes and merges the sensing data of multiple sensors to obtain more accurate and complete predictions or judgments than single sensor data. There are two main signal processing methods in wireless sensor networks.

The first is that all signals are transmitted to the central processor for processing. There must be no signal delay or signal delay tolerance during the transmission process. Because of the large amount of information to be processed, the bandwidth requirements are relatively high. The second signal processing method is distributed signal processing, that is, the preprocessing of the signal can be completed in the sensor, and only the decision result of the sensor needs to be submitted to the fusion center for fusion. In this way, it requires the least amount of data communication and its requirements for transmission bandwidth are also the lowest. In addition, because the result of FC comes from the optimal synthesis of preliminary judgments of multiple nodes, it has little dependence on a single sensor and the processing cost of the FC is very low. The system has strong anti-interference ability and excellent flexibility in data processing.

Since the data result fusion is a fusion technology for specific decision-making problems, it is generally used to directly obtain the decision-making results of the current problem, so the performance of the fusion algorithm will directly affect the final detection performance. As shown in Figure 2, the sensor submits the quantified judgment result of energy detection to the fusion center and only cares about the signal whether exist, so what is presented here is a binary 0 or 1. The schematic of fusion center receiving perception results is shown as Figure 3.

Fusion rules can be divided into “AND” fusion, “OR” fusion, and “k rank” fusion.

“AND” fusion: when the judgment result of all sensors is that the signal exists, the final judgment of the fusion center is that the signal exists. As long as one sensor determines that the signal does not exist, the final result of the fusion center is that the signal does not exist. The advantage of the cooperative sensing algorithm based on the “AND” fusion criterion is that the final false alarm probability is very low compared to single sensor perception, but the price is to reduce the detection probability.

“OR” fusion: as long as a sensor judges that the signal exists, it can be considered that the signal exists. Only when all the sensors determine that the signal does not exist, the fusion center can finally determine that the signal does not exist. The cooperative sensing algorithm based on the “OR” fusion criterion has a higher detection probability than single-sensor sensing, because in this method it can be considered that the signal exists as long as there is a sensor to determine the existence of the primary user, and the judgment conditions are relatively loose. But its shortcomings are also obvious, that is, the probability of false alarms will be very high.

“k rank” fusion: the fusion center setting a decision threshold \( k \), if there are at least \( k \) sensors in the \( N \) sensors, the fusion center can determine the signal existence. Otherwise, the fusion center will determine that the signal does not exist. It can be seen that compared to the other two fusion rules, “k rank” fusion has a better application space.

### 4. Proposed “K Rank” Algorithm Based on Distance Selection

After the fusion center receives the information from the sensors, it will make a fusion decision according to some criteria. “k rank” fusion rule is a fusion decision based on the perception results sent by each sensor, that is, when at least \( k \) sensors of the \( N \) sensors detect the presence of the signal, the signal is judged to exist. According to the “k rank” fusion rule, the global detection probability \( P_d \) and global false alarm probability \( P_f \) of the final judgment result can be expressed as
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Figure 2: Fusion rules of wireless sensor networks.

According to the understanding of the "$k$ rank" algorithm in beam signal perception scenario, we find that only sensors within and around the beam coverage contribute the most to the detection performance of WSNs, while sensors that are not within the beam coverage or far away from the beam sensing area have a limited contribution. If we directly apply the "$k$ rank" fusion algorithm to make detection decisions based on all sensors ($N$), it will definitely affect the detection performance. Therefore, aiming at the sensing characteristics of the beam signal, a "$k$ rank" fusion algorithm based on distance selection is proposed in order to find the optimal $N_{opt}$.

We assume that the position information $d_{i,j}$ of each sensor is known by exchanging information with the fusion center, and the distance between any two sensors ($i$-th sensor and $j$-th sensor) is

$$d_{i,j} = \sqrt{(d_i(x) - d_j(x))^2 + (d_i(y) - d_j(y))^2}. \quad (11)$$

We construct a neighbor node library of $i$-th sensor; $D_{near}$ is expressed as

$$D_{near}(i) = \{ \text{sensors of min}(d_{i,j}) \} \quad (12)$$

We construct a sensing node library of the $i$-th sensor which greater than the detection threshold; $D_{sensing}$ is expressed as

$$D_{sensing}(i) = \{ \text{sensors of } P(Y_i \geq \gamma|H_1) \}. \quad (13)$$

Because the directionality of the beam signal is very obvious, in order to determine the sensors that detect the signal are concentrated in the beam signal, rather than scattered randomly distributed, we compare the smallest distance between sensors in the sensing node library $D_{sensing}$ and the smallest distance in the sensor distance library $D_{near}$.

The distance information should satisfy

$$d_{i,j} \min of D_{sensing} \leq d_{i,\min} of D_{near}. \quad (14)$$

The main steps are summarized as follows: first, calculating the proximity point of each sensor to form the nearest library $D_{near}$. Second, finding the sensor with the perception result $H_1$, and putting the sensor with its neighbor library node together into the sensing library $D_{sensing}$. Finally, using

When $k=1$, $k=N$, the "$k$ rank" fusion rule is transformed into "OR" fusion rule and "AND" fusion rule. According to the research of M. Schwartz [44], the optimal $k$ of $N$ sensors is approximately $k = 1.5 \sqrt{N}$. In addition, there is a half-voting algorithm $k = N/2$ that is more commonly used.

In order to describe the detection performance of the sensor network better, we introduce the error probability to represent the perceived performance of the system. The error probability mainly consists of two parts: one is the probability which means there is a signal but the result is judged to be absent. The other is the probability which means there is no signal but the result is judged to be a signal. It is expressed specifically as

$$P_e = P(H_0) * P_d + P(H_1) * P_f. \quad (10)$$
that is the number of sensors in \( D_{\text{sensing}} \), instead of the original \( N \) for "\( k \) rank" fusion. So the \( k \) of \( N_{\text{opt}} \) fusion is

\[
\begin{align*}
  P_f &= \sum_{k=0}^{N_{\text{opt}}} \left[ C_{k}^{N_{\text{opt}}} \times P_{f,i}^k \times \left(1 - P_{f,i}\right)^{N_{\text{opt}}-k}\right], \\
  P_d &= \sum_{k=0}^{N_{\text{opt}}} \left[ C_{k}^{N_{\text{opt}}} \times P_{d,i}^k \times \left(1 - P_{d,i}\right)^{N_{\text{opt}}-k}\right].
\end{align*}
\]

(15)

The specific algorithm is shown in Algorithm 1.

### Algorithm 1: \( k \) of \( N_{\text{opt}} \) fusion algorithm based on distance selection.

**Input:** \( P_{f,i}, P_{d,i}, N, J, y_i \) and \( d_i(x, y) \).

**Initialize:** \( J = 0 \), \( D_{\text{sensing}} = \{\emptyset\} \).

Calculate the proximity point of each sensor to form the nearest library \( D_{\text{near}} \) via formula (12).

Calculate the detection statistics of \( i\)-th sensor \( Y(i) \) via formula (5).

Energy detection: in order to find the sensor that detected the signal.

\[
\begin{align*}
  \text{IF } Y(i) > y_i \Rightarrow J = J + 1
\end{align*}
\]

End

Distance selection: to judge whether the sensors that perceive information are together.

\[
\begin{align*}
  \text{IF } d_{ij} \text{ of } D_{\text{sensing}} \leq d_{\text{min}} \text{ of } D_{\text{near}} \Rightarrow \text{Proposed the improved "} k \text{ rank" fusion criterion algorithm.}
\end{align*}
\]

For \( i = 1, 2, \ldots, J \) do

Update \( D_{\text{sensing}} \) via \( D_{\text{near}} \) of \( i \)-th sensor.

End For

\( N_{\text{opt}} \) = number of sensors in \( D_{\text{sensing}} \)

Calculate the probability of \( P_d \) via formula (15).

**Output:** \( N_{\text{opt}}, P_d \).

5. Simulation Results

This section provides simulation results of the beam signal perception to evaluate the detection performance of the proposed algorithm. The simulation parameter [45] settings are shown in Table 2.

Figures 4 and 5 examine the beam pattern information of non-cooperative beam (0°– 180°). Linear array (\( m = 8 \) antennas) forms a beam signal pointing in 45° direction, beam excursion vector \( w = [0.593 + 0.805i, 0.282 – 0.959i, -0.934 + 0.357i, 0.850 + 0.527i, 0.850 - 0.527i, -0.934–0.357i, -0.734 + 0.679i, 0.985 + 0.173i] \). Beamforming technology performs signal processing by weighting and combining the signals transmitted by the multiantenna array elements. By designing different weighting factors for the multichannel signals transmitted by multiple antennas and performing signal processing, the effective output of the source signal is improved, which can effectively reduce the interference between users and suppress the influence of noise and obtain the desired signal, thereby improving system performance. It can be seen from Figure 4 that the maximum gain of the beam signal is 18 dBi. In Figure 5, it can be seen more intuitively that the main lobe direction of the beam is 45° and the space distribution between the beam side lobe and the main lobe can be displayed more concretely, which is more conducive to our understanding of beam signals. For convenience, we only show 0–180° here.

**Table 2: Simulation parameters.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center frequency</td>
<td>( f_c = 28\text{GHz} )</td>
</tr>
<tr>
<td>Beam transmit power</td>
<td>( P_{\text{tx}} = 30\text{dBm} )</td>
</tr>
<tr>
<td>Number of antennas</td>
<td>( m = 8 )</td>
</tr>
<tr>
<td>Antenna spacing</td>
<td>( d = \lambda/2 )</td>
</tr>
<tr>
<td>Beam pointing angle</td>
<td>( \theta = 45° )</td>
</tr>
<tr>
<td>Beam width</td>
<td>( Bw = 17.8° )</td>
</tr>
<tr>
<td>Beam maximum gain</td>
<td>( G = 18\text{dBi} )</td>
</tr>
<tr>
<td>Number of sensors</td>
<td>( N = 144 )</td>
</tr>
<tr>
<td>Sensor sensing radius</td>
<td>( r = 5\text{m} )</td>
</tr>
</tbody>
</table>

**Figure 4: Antenna pattern of unknown noncooperative beam.**

Since the beam source does not have any priori information for the sensor network, it is difficult to detect the beam signal. With the number of antennas increasing, the beam will become a narrower directional signal, which will bring great challenges to our beam sensing algorithm.
The simulation scene is shown in Figure 6; we deploy a 12 × 12 uniform sensor network to detect the coverage area, set the sensing range of each sensor to 5m, and deploy an unknown signal source 60m away from the sensor network in advance. It can be seen that the size of the sensor coverage area depends not only on the number of sensors but also on the sensing range of the sensor itself. In addition, due to the limited energy of the sensor, the sensing range is very limited.

Figures 7 and 8 are the plane and three-dimensional schematic diagrams of the signal receiving intensity of the sensor network, respectively. Since the sensor network lacks prior information for non-cooperative signals, it can only be detected and judged by the strength of the received signal. For the convenience of presentation, the signal receiving strength in the figure is not converted into db form (−70 dbm ∼−38 dbm). It can be seen from Figure 7 that in a sensor network, when a beam signal is detected, the signal receiving strength of the sensor in a certain area will increase in detail, and the signal strength will gradually decrease with fading. The three-dimensional histogram in Figure 8 clearly shows the characteristics of the received signal strength of the sensor network when the directional beam signal is fading. On the other hand, it can be seen that due to the influence of sensor noise, it is very likely to affect the global detection probability.

Figure 9 shows the detection performance of the energy detection under different SNR (−20 dB ∼ 5 dB) and the number of samples $N_s$ (64, 512, 2048) at $i$-th sensor. From Figure 9, we can obtain that the detection performance of $i$-th sensor improves with the increase of the SNR. The reason is that when the SNR increases, the signal strength of the beam also increases, and the noise is relatively small, so the sensor can better distinguish the signal of the beam, and the detection probability also increases. It also can be seen that when $N_s$ increases, the detection performance of the $i$-th sensor will be enhanced, and it can still maintain a high detection performance under a low SNR (−10 dB ∼−5 dB)). When the SNR is constant, the more the sampling points of the sensor, the higher the detection probability. This is because increasing the number of sampling points can increase the observation data of the detection signal and the increase in the observation data can make the sensor’s judgment more accurate and improve the detection probability. The simulation result accords with the formula (8). In the actual environment, due to channel fading, sensors closer to the beam radiation source will have better channel conditions. Therefore, we can improve the detection performance of $i$-th sensor by improving channel quality and increasing the number of samples.
Figure 10 shows the detection performance of the energy detection under different $P_f$. As the false alarm probability increases, the detection probability below $-5\,\text{dB}$ will increase. According to the formula (7), when the false alarm probability increases, the decision threshold is reduced, while detection probability will increase at this time. The simulation results also verify the correctness of the theoretical derivation.

Figure 11 plots the effect of different fusion algorithms on detection performance. It describes the change in detection performance when the detection probability of single sensor increases with different values of $k$. According to Algorithm 1, the simulation result is $N_{opt} = 64$ when $N = 144$. It can be seen that the performance of “AND” fusion rule and “OR” rule algorithms are the two extremes of the fusion algorithm. The overall detection probability increases when the single sensor detection probability is higher. The detection performance of our improved algorithm is improved over Schwartz algorithm by selecting $N_{opt}$. In half-voting algorithm, when the detection probability of a single sensor is greater than 0.5, the detection performance of the proposed algorithm is better.

In order to integrate the detection probability and false alarm probability and to better evaluate the detection performance of the network, Figure 12 illustrates error probability at different $k$ values under formula (10) when $p(H_0) = p(H_1) = 1/2$. It can be noted that the proposed algorithm has a lower error probability. In the half-voting
Figure 10: Energy detection performance under different SNR and $P_f$.

Figure 11: Detection probability comparison of different algorithms.
algorithm, when the detection probability is less than 0.5, the error probability of the proposed algorithm is higher. Because according to Figure 11, the detection probability of the proposed algorithm is relatively low at this time. When the detection probability is greater than 0.5, the error probability of proposed algorithm is significantly lower than the half-voting algorithm. Because in our algorithm, a large number of low detection probability sensors that are not covered by the beam are reduced, making the decision-making of the entire network more reasonable.

6. Conclusions

In this paper, we mainly constructed a beam signal sensing scheme based on wireless sensor networks. According to the characteristics of beam information, first, we derived the detection probability expression under the given false alarm probability. Second, we improved the “k rank” fusion rule and selected Nopt based on the position information of the sensor. Finally, we provided some simulation results and gained the effectiveness of the algorithm. Through simulation analysis, we found some interesting findings in the energy detection, such as by improving the SNR and increasing the number of samples will improve the overall detection performance. Through comparison with different fusion algorithms, our proposed algorithm showed better detection probability and lower error probability.
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