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In the field of information security, block cipher is widely used in the protection of messages, and its safety naturally attracts
people’s attention. *e identification of the cryptosystem is the premise of encrypted data analysis. It belongs to the category of
attack analysis in cryptanalysis and has important theoretical significance and application value. *is paper focuses on the
extraction of ciphertext features and the construction of cryptosystem identification classifiers.*emain contents and innovations
of this paper are as follows. Firstly, inspired by language processing, we propose the feature extraction scheme based on ASCII
statistics of ciphertexts which decrease the dimension of data preprocessing. Secondly, on the basis of previous work, we increase
the types of block ciphers to eight, encrypt plaintext of the same sizes as experimental objects, and recognize the cryptosystem.
*irdly, we use two machine learning classifiers to perform classification experiments including random forest and SVM. *e
experimental results show that our scheme can not only improve the identification accuracy of 8 typical block cipher algorithms
but also shorten the experimental time and reduce the computation load by greatly minimizing the dimension of the feature
vector. And the various evaluation indicators obtained by the scheme have been greatly improved compared with the existing
published literature.

1. Introduction

With the development of information industry, information
security gradually becomes an important part of society.
According to the requirement in different complex condi-
tions, cryptologists design a number of encryption algo-
rithms such as DES, AES, and IDEA.*emathematic theory
applied in different cryptosystems is different. *erefore,
there is no generic satisfactory cryptanalysis method to fix all
the problems met in cryptanalysis. Most practical crypt-
analysis techniques are designed for certain cryptosystems
with specific structure. *erefore, the identification of the
cryptosystem becomes a basic task of cryptanalysis which
should be solved before the analysis of certain cryptosys-
tems. At the same time, the ability to resist the identification
of the cryptosystem can be used as an indicator to measure
the security of the cryptosystem, which provides a valuable
reference for the design of the cryptosystem [1]. *e

cryptosystems which can resist distinguishing attack are seen
as the algorithm with strong security. *e research on the
identification of the cryptosystem has played a dual role in
promoting the application of cryptanalysis and the devel-
opment of cryptography [2].

In 2006, Dileep and Sekhar [3] proposed a block cipher
recognition scheme based on support vector machine (SVM)
with the help of text classification and counting. *e author
compared the recognition performance of SVM and K-
means method and adopted a multicryptosystem including
fixed-length document vector and variable-length document
vector. In 2008, Nagireddy [4] considered cryptosystem
recognition as a cryptosystem attack and recognized five
cryptosystems. It was found that block ciphers in ECB mode
were easier to recognize.

In 2012, Chou et al. [5] proposed a classification scheme
based on support vector machine (SVM), which can be
recognized and classified as two working modes of block
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ciphers (CBC and ECB). *e experiment is designed as one-
to-one classification distinguishing progress which is
implemented in three encryption algorithms (AES, DES, and
RC4) with 1000 samples. *e experiment result shows the
strong classification ability in the cryptographic dis-
tinguishing attack of SVM. In 2018, Hu and Zhao [6]
designed a distinguishing attack based on Fisher’s dis-
criminant analysis (FDA) theory. In this work, the authors
extract 9 kinds of statistical data as the feature of ciphertext
which is used to distinguish 4 stream ciphers and 7 block
ciphers in a one-to-one identification experiment. *e ex-
periment result shows the identification accuracy of
encrypted files in ECB mode can reach 80%. *e identifi-
cation accuracy of stream ciphers SMS4 from block ciphers
in CBC mode can reach 60%.

In 2018, Huang et al. [7] proposed a two-stage crypto-
system recognition scheme based on random forest. In this
work, Huang et al. divide the cryptosystem recognition
problem into 2 sequential procedures, “cluster recognition”
and “single recognition.” In the first stage, the scheme
recognizes the cluster of cryptosystems, and then, the
classifier identifies the type of cryptosystem. Compared with
the traditional single-stage scheme, the two-stage scheme
outperforms 19.55%, 21.40%, and 22.99% with respect to
recognition accuracy in the 3 considered settings,
respectively.

In this paper, the main contribution of our work is
organized as follows. In Section 2, we give the basic defi-
nition of the cryptosystem identification and the system
description of the cryptosystem identification scheme. In
Section 4, we propose a cryptosystem identification scheme
based on the statistical characteristics of the ASCII code. In
Section 5, we have considered the influence of our feature
extraction scheme in different working modes of block ci-
phers on the experimental results. Moreover, we increase the
number of cryptosystems to eight (AES-128, AES-256,
Blowfish-64, Camellia-128, DES, 3DES, IDEA-64, and
SMS4-128). In order to show the influence of different
machine learning classifiers (support vector machine and
random forest), we compare the evaluation of experiments
with various experimental indicators, including precision,
recall, and F1-score.

2. Preliminaries

To guarantee the safety of communication and document
transmission, block ciphers are frequently applied by people.
Application of block cipher has become a standard in pri-
vacy guarantee, which refuse anyone other than the com-
municator to obtain the information in transmission. We
present below the brief introduction of block cipher which is
necessary to understand our work.

2.1. Block Cipher. As a core part of cryptosystem, block
cipher is widely used to protect the security of information.
While making documents secret, block cipher is also applied
as the basic function, such as random number generator,
hash function, and digital signature [8]. To encrypt the

content of the message, plaintext is divided into fixed length,
which is named as block.

Before encrypting, block cipher divides message m into a
group of fixed length m1, m2, m3, . . . , mn . Adding message
and key k, encryption algorithm ek outputs ciphertexts in
groups c1, c2, c3, . . . , cn  (ci � ek(mi)), where

(a) |m1| � |m2| � |m3| � · · · � |mn|

(b) |c1| � |c2| � |c3| � · · · � |cn|

(c) 
n
i�1 |mi| � 

n
i�1 |ci|

Assuming that the key is the same, the transformation of
block cipher to any plaintext block would not be different.
*erefore, the research of block cipher only needs to study
the transformation law of any group.

*e workflow of block cipher is shown in Figure 1.

2.2. Two Operation Modes of Block Cipher. Adapting to
different work requirements, there are several operation
modes of block ciphers for the user to choose from. In this
work, we mainly consider the electronic codebook (ECB)
mode and cipher block chaining (CBC) mode.

ECB mode is a concise encryption method, which en-
crypts each block of plaintext separately. Applying the same
operation for all blocks (as shown in Figure 2), the en-
cryption process can be realized by parallel computing,
requiring that plaintext bit length is an integral multiple of
block [9].

In 1976, IBM designed and proposed the CBC (cipher
block chaining) mode which is an improvement of ECB
mode on encryption indeterminacy [10]. Instead of
encrypting each block directly, the CBC mode adds a ran-
dom IV (initialization vector) to the plaintext before en-
cryption and sets the previous cipher block as the next IV (as
shown in Figure 3).

3. Theoretical Fundamentals for
Cryptosystem Identification

3.1. Cryptosystem Identification. Most of the cryptosystem
identification tasks based on machine learning classifiers
adopt supervised learning mode [11]. *e scheme can be
summarized into four steps [12]. Firstly, select the object of
classification and identification. Secondly, extract the feature
vectors of the experimental object. *irdly, select and train
the appropriate machine learning classifier. Finally, perform
the cryptosystem identification. However, this description is
simply to classify the cryptosystem identification as a pattern
identification problem, and it is impossible to conduct an in-
depth study on the particularity of cryptosystem identifi-
cation, for it makes it difficult to make a major breakthrough
in the technical level.

For the above reasons, in this section, we give the def-
inition of cryptosystem identification and cryptosystem
identification scheme. *e results of the scheme are eval-
uated by the evaluation criteria of machine learning iden-
tification classification, namely, precision, recall rate, and
F1-score.
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Definition 1. Consider a cryptosystem set, where n is the
number of cryptosystems. C is the ciphertexts generated by
the cryptosystem in the cryptosystem set CR. If there is an
identification scheme S, the cryptosystem of C can be rec-
ognized with a certain evaluation indicator A in the case of
its cryptosystem unknown. *is process is called crypto-
system identification.

*e experimental evaluation indicator A in the above
definition usually refers to the machine learning classifica-
tion evaluation indicator, precision, recall rate, F1-score, and
accuracy, which is slightly different from the identification
accuracy under pattern identification [13].

Definition 2. *e WP is the workflow for cryptosystem
identification. Fea is the feature extracted from ciphertexts,
and RA is the classification classifier applied, and then the
triple (WP, Fea,RA) is noted as cryptosystem identification
scheme.

We present the workflow of cryptosystem identification
in Algorithm 1.

3.2. Random Forest. *e random forest uses the bootstrap
resampling technique to randomly extract k samples from
the original training sample set N, generate a new training
sample set, and then, generate k classification trees based on
the self-service sample set to form a random forest. *e
classification result of the new data depends on the score
formed by the classification tree voting. Each tree in the
forest has the same distribution, and the classification error
depends on the classification ability of each tree and the
correlation between them. Feature selection applies a ran-
dommethod to split each node and then compares the errors
generated in different situations and determines the number
of features by estimating error, classification ability, and
correlation analysis [14].

3.3. Support Vector Machine. *e main theory of support
vector machine (SVM) is to establish an optimal decision
hyperplane so that the distance between the two types of
samples on the two sides of the plane closest to the plane is

Message Encryption 
algorithm Information channel Decryption 

algorithm Message

Secret key
{k1, k2, k3, ..., kn}

Secret key
{k1, k2, k3, ..., kn}

Figure 1: Workflow of block cipher.
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maximized. For a multidimensional sample set, the model
SVM randomly generates a hyperplane and moves contin-
uously to classify the samples until the sample points be-
longing to different categories in the training sample are
located on both sides of the hyperplane. For the same
classification problem, there may exist several different
hyperplanes that could separate the dataset with satisfactory
accuracy. *erefore, the learning model SVM contains good
generalization capabilities in the classification problem.
While ensuring the classification accuracy, the SVM finds
such a hyperplane to maximize the white space on both sides
of the hyperplane, so that it can achieve the optimal clas-
sification of linear separable samples [15].

4. A Cryptosystem Identification Scheme
Based on ASCII Code Statistics

*e encryption process of image data is to convert the image
into an array and store it in the database after base64 en-
cryption. However, there are a large number of pixels with
the same color in the image, and the distribution of pixels
with the same color in different images is different, which
may lead to differences in the ASCII code distribution of the
encrypted image data. *erefore, based on the difference of
the statistical value distribution of the ASCII code in ci-
phertexts, combined with the definition of the previous
cryptosystem identification scheme, we design the following
cryptosystem identification scheme.*e program consists of
two stages: training stage and testing stage (as shown in
Figure 4).

4.1. Training Stage

(1) Collect a set of ciphertexts files with known
F1, F2, . . . , Fm−1, Fm encryption algorithm.

(2) Calculate the frequency of all ASCII codes in the
ciphertexts file, and create a dictionary for each ci-
phertext file. All ASCII codes and their occurrence
frequency are the keys and values of the dictionary.

(3) All the dictionary values obtained from each ci-
phertext are extracted as the feature vector of ci-
phertexts. Since there are 256 extended ASCII codes,
the feature vectors extracted from each ciphertext are
256-dimensional. *en, we get a set of eigenvectors
FEA � fea1, fea2, . . . , feam , which are 256-dimen-
sional vectors.

(4) *e cryptosystem categories of all ciphertext files can
be represented by an m-dimensional array
LABLE � (l1, l2, . . . , lm); (FEA, label) represents the
eigenvector with the cryptosystem label. *e labeled
data (FEA, label) are input into the classifier to train
the classification model.

4.2. Testing Stage

(1) Extracting feature vectors fea∗ from ciphertexts F to
be recognized

(2) Input the feature vector fea∗ into the trained clas-
sification model, and the model will give the clas-
sification results l∗ of ciphertexts F

In this work, we apply random forest classification al-
gorithm and MLP as cryptosystem identification classifiers
which are simple to implement and have small computation
cost. *e diversity of its internal basic learners is not only
from the sample disturbance but also from the category
attribute disturbance, which can improve its generalization
ability.

5. Experiment, Result, and Discussion

In this section, we applied the identification model, which
was implemented in classifiers random forest and MLP, and
the feature extraction method in previous content. *e
experiment environment is shown in Table 1.

In this work, we applied the Caltech-256 image dataset of
California Institute of Technology as a data source which
contains 30607 images [16]. *e image data are collected
from Google images which have been screened out un-
suitable samples. After the collection, we implemented the
encryption phase.

Before encryption, we divided the dataset into 1000 files
of 512KB size and then encrypted the pieces with eight
encryption algorithms (as shown in Table 2) in ECB and
CBC modes, which was performed by software OPENSSL.
*e same random key was applied while the training stage
and testing stage are in both ECB mode and CBC mode. *e
IV utilized in CBC mode is randomly produced by
OPENSSL.

5.1. Evaluation Index. We apply four indexes to measure the
classification model. TP (true positive) represents the
number of right examples which are sentenced to right ones;
TN (true negative) represents the number of right examples
which are sentenced to wrong ones; FP (false positive)
represents the number of wrong examples which are sen-
tenced to right ones; FN (false negative) represents the
number of wrong examples which are sentenced to wrong
ones, as shown in Table 3 [17].

Definition 3 (precision). Precision means the ratio of TP in
the samples which are sentenced to the right ones:

precision �
TP

TP + FP
. (1)

Definition 4 (recall). *e index recall refers to the pro-
portion of TP in samples which are right:

recall �
TP

TP + FN
. (2)

Definition 5 (F1-score). *e harmonic average of precision
and recall is as follows:
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Input: cryptosystems set CR, testing set C1, and training set C2
Output: cryptosystems cr

(1) Extract the feature (Fea) of ciphertext C1
(2) Train the classification algorithm S with training set C1
(3) Input the featureof testing set C2
(4) Cryptosystems cr

ALGORITHM 1: Cryptosystem identification.

Table 1: Experimental environment.
Operation system Ubuntu16.04LTS
Processor Intel Core i5-6600K @ 2.8GHz
Memory 8GB

Table 2: Cryptosystems and notations.

Cryptosystems Notation
AES-128 A1
AES-256 A2
Blowfish-64 B
Camellia-128 C
DES D
3DES 3D
IDEA-64 I
SMS4-128 S

Input

⋯

⋯

F1 F2 FmF

Ciphertext (training data)

fea∗

Tag: LABEL

Machine learning classifier

Output

l∗

Ciphertext (testing data)

Testing phase Training phase

Feature
extraction

Feature extraction

l2l1 lm

FEA = {fea1, fea2, ⋯, feam}

(FEA, LAB) Training

Figure 4: Flowchart of cipher system identification based on machine learning classifier.

Table 3: Definition of TP, FP, FN, and TN.

Reality
Precision

True False
True TP FN
False FP TN
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F1 − score �
2

(1/precision) +(1/recall)
�
2 × precision × recall
recall + precision

.

(3)

Definition 6 (accuracy). Accuracy is defined as the pro-
portion of samples which are correctly classified in the whole
dataset:

accuracy �
TP + TN

TP + FN + FP + TN
. (4)

We applied the ten-fold cross-validation strategy to
calculate the identification accuracy in our experiment.
Finally, we got the distribution of identification accuracy and
the average values of precision, recall, and F1-score.

5.2. Result and Analysis

5.2.1. Evaluation in ECB Mode. To perform the experiment,
we divided the database into two parts, 30% collection as a
testing set and the other as a training set. Observing the
evaluation of classifier (Figures 4–6), the experiment result
can be concluded as a successful one.

Figure 5 shows that, in random forest classifier, the
identification precision rates in eight encryption algorithms
are between 50% and 85%. Identification precision rates of
DES and IDEA are higher than 80%. *e precision rates of
Camellia, 3DES, and SMS4 are between 69% and 77% while
the precision rates of AES-256 and Blowfish are 58%, which
are obviously lower than the others.

Figure 5 shows that, in the RS classifier, the identification
precision rates in eight encryption algorithms are between
78% and 100%. Identification precision rates of AES-128,
Camellia-128, DES, 3DES, and IDEA are 100%. For the
cryptosystems Blowfish and SMS4, the precision rate also
reached 95% and 98%. And for AES-256, the precision rate is
78%.

Precision rate is an index that reflects the true correct
proportion of the data predicted correctly. We can con-
clude that our feature extraction scheme helps the MLP
classifier almost make correct prediction of truth. *e
average of precision in MLP is better than that in random
forest.

Figure 6 shows that, for classifier random forest, the
recall rates of eight cryptosystems in ECB mode are between
65% and 72% and are evenly distributed. *e average recall
rates of AES-128 and AES-256 are more than 70%.*e recall
rates of the rest cryptosystem range from 65% to 68%.

In Figure 6, the recall rate of MLP classifier ranges from
21% to 78%. *e recall rate of SMS4 algorithm is the best
which reaches 78%.*e recall rates of AES-256 and Blowfish
are 44% and 40%. *e recall rates of AES-128, Camellia,
3DES, and IDEA are between 31% and 24%. *e crypto-
system DES has the worst recall rate 21%.

*e recall rate is the proportion of the right classification
in the right example. We can conclude that our feature
extraction method in MLP classifier would miss some right
samples, while it has a better performance to find more right

samples. And for cryptosystem, SMS4MLP classifier shows a
strong differentiation.

*e index F1-score comprehensively measures precision
and recall which reflect the ability to classify right sample.
Figure 7 shows that, for random forest, the F1-score rates are
between 63% and 74%. *e F1-score rates of Camellia, DES,
3DES, and IDEA are more than 68%. And the F1-score rates
of AES-128, AES-256, Blowfish, 3DES, and SMS4 range from
63% to 68% while, for the classifier MLP, the F1-score rates
are between 34% and 56%.

5.2.2. Evaluation in CBC Mode. Compared to ECB mode,
CBC mode is more complex and has higher security.
*erefore, it is more difficult for the classifier to identify the
cryptosystem with ciphertexts encrypted in CBC mode.

Figure 8 shows that, in CBC mode, the precision rates of
random forest classifier in eight encryption algorithms are
between 11% and 17%. All in all, identification precision
rates of DES and IDEA are higher than 80%. *e precision
rates of Camellia, 3DES, and SMS4 are between 69% and
77% while the precision rates of AES-256 and Blowfish are
58%, which is obviously lower than the others.

Figure 9 shows that, in the RS classifier, the identification
recall rates in eight encryption algorithms are between 10% and
22%. And in theMLP classifier, the identification recall rates in
eight encryption algorithms are between 11% and 23%.

In Figure 10, we can conclude that, for the ability to
search right samples, there is no obvious difference between
MLP classifier and RS classifier for CBC mode. In RS
classifier, the identification F1-score rates in eight encryp-
tion algorithms are between 10% and 19%. In MLP classifier,
the identification F1-score rates in eight encryption algo-
rithms are between 12% and 24%.

By combining the data, we obtained the average accuracy
in two operation modes in Figure 10. In Figure 11, the
classification accuracy of random forest classifier in the ECB
mode is stable at over 83.0%, and the average value is close to
85.5%. *e classification accuracy of CBC mode is lower
than that of ECB mode; the average accuracy is 18.0%, but it
is still higher than that of random classification by 12.5%.

For MLP classifier, we obtained the average accuracy in
two operation modes in Figure 12. In Figure 12, the clas-
sification accuracy of random forest classifier in ECB mode
is stable at over 50.0%, and the average value is close to
53.0%. *e classification accuracy of CBC mode is lower
than that of ECB mode; the average accuracy is 13.0%, close
to the random classification by 12.5%.

While MLP has better performance in precision rate
and F1-score, random forest classifier has better perfor-
mance in identification accuracy. We can conclude that
the sample which MLP predicts right is always right, while
it would sentence some right sample into wrong ones.
Moreover, the indices precision, recall, F1-score, and
accuracy in CBC mode would be less than that in ECB
mode on average.

If the average identification accuracy rate is greater
than 12.5%, then we refer the identification progress based
on our feature.
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5.3. Comparison with Existing Schemes. Table 4 shows the
comparison of the results of previous works. From the table,
we can see that our cryptosystem identification scheme has
higher identification accuracy and can support more kinds
of cryptosystem identification tasks. *e identification ac-
curacy rate in ECB mode is 84.5% by using random forest
classifier, which is higher than the other existing works.

*e encryption of operation mode CBC is more difficult
for the classifier to recognize than that of ECB mode. *e

encryption result of ECB mode is only depended on using
key and plaintext block, while the encryption result of CBC
mode is also affected by the last cipher block. *erefore, the
statistical characteristics of encryption in CBC mode are
more confused which contributes to the unsatisfactory
identification accuracy of 14%.

In addition, we also found that different classifiers have
different identification results for different cryptosystems. In
particular, for some cryptosystems, there are big differences.
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In future research, firstly, we will design better classi-
fication features according to different working modes of
block cipher encryption algorithm to identify cryptosystems
with low identification accuracy, such as CBC mode. Sec-
ondly, we can also map stream cipher and public key cipher
into the cryptosystem to be recognized to improve the
applicability, robustness, and versatility of the scheme. Fi-
nally, we will optimize different machine learning classifiers
for different cryptosystems to get higher identification
accuracy.

6. Conclusion

*e cryptosystem identification is an important part of
cryptanalysis. *is work proposes a novel cryptosystem
identification scheme based on the statistical value of ASCII
code from ciphertexts with an average accuracy of 84.5%.
*e classifier distinguished block ciphers: 3DES, AES-128,
AES-256, Blowfish, Camellia-128, DES, IDEA, and SMS4

from patterns found on a set of ciphertexts. *e result of
classification illustrates that the internal mathematic prop-
erty of the encryptions produces distinguishable features in
ciphertexts, which make difference between different
encryption.

*e experiment shows that the appropriate feature ex-
traction scheme can significantly improve the accuracy of
cryptosystem identification, in this case. And as the iden-
tification was successful, we can know that the statistical
value of ASCII code from ciphertexts reflects some infor-
mation about encryption. It is a challenge for the rule of
cryptography that the attacker cannot obtain any infor-
mation from ciphertexts.

We concluded that a set of encrypted pictures in ECB
mode could be identified by extracting the statistical value of
ASCII code, provided that attacker already has some doc-
ument identified as the training set. Future research may
require improvement in feature extraction to classify the
ciphertexts more correctly.
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Figure 11: Average accuracy in two operation modes for random forest.
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Table 4: Comparison between identification schemes.

Sources of experimental results *is paper [3] [7] [18] [19] [6]
Number of cryptosystem types 8 5 5 10 8 5
ECB mode classification accuracy 85.5% 41% 21.5% 36.65% 30.84% 75.5%
CBC mode classification accuracy 14.2% 20% 20% 20% 12.5% 20%
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