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A new speckle suppression algorithm is proposed for high-resolution synthetic aperture radar (SAR) images. It is based on the
nonlocal means (NLM) filter and themodified Aubert and Aujol (AA)model.+ismethod takes the nonlocal Dirichlet function as
a linear regularization item, which constructs the weight by measuring the similarity of images. +en, a new despeckling model is
introduced by combining the regularization item and the data item of the AA model, and an iterative algorithm is proposed to
solve the new model. +e experiments show that, compared with the AA model, the proposed model has more effective
performance in suppressing speckle; namely, ENL and DCV measures are 21.75% and 4.5% higher, respectively, than for NLM.
Moreover, it also has better performance in keeping the edge information.

1. Introduction

Synthetic aperture radar (SAR) is widely used in many
aspects, such as ecology, hydrology, ocean monitoring, and
topographic mapping for its advantageous of all-day, all-
weather, multiangle of view, and penetration of ground
objects. Because of the coherent imaging system of SAR
images, speckle inevitably appears in the imaging process.
Especially, imaging of high-resolution SAR images is more
complex and demanding. However, the existence of speckle
seriously affects the quality of images, makes the interpre-
tation and subsequent processing of images difficult, and
cannot correctly reflect the characteristics of the object.
+erefore, the speckle suppression in high-resolution SAR
images is of great significance [1–3].

+ere are two main aims of speckle suppression in SAR
images. One is to effectively suppress speckle in homoge-
neous regions, and the other is to preserve edges and fine
details as much as possible. SAR image despeckling

algorithm has been deeply studied. Traditional filtering al-
gorithms based on local statistics [4] derive local statistics
based on homogeneous regions, so the image structure is not
preserved enough, the edge is blurred to some extent, and
the point target is filtered out.+e despecklingmethod based
on wavelet transform [5–7] is the filter based on a fixed
window, and image edge information can produce Gibbs
phenomenon [8]. In recent years, the method based on
partial differential equation (PDE) has become the focus of
speckle suppression in SAR images due to its good edge
preservation [9, 10]. Many PDE methods are limited to
images with additive noise. Based on this, Aubert and Aujol
propose a multiplier speckle suppression model, namely, AA
model, in which speckle obeys gamma distribution [11]. +e
AA model can suppress speckle to a certain extent, but the
effect is not very ideal in image edge and texture
preservation.

Buades et al. [12] propose a nonlocal means (NLM)
filtering algorithm. +e algorithm extends the local feature
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statistics of traditional speckle suppression algorithm to
nonlocal domain and uses structural similarity to measure
the difference between pixels. Compared with traditional
filtering algorithm, the NLM filter can preserve image details
and texture information well [13–15]. In addition, based on
the PDE method, Kindermann et al. [16] propose a general
form of energy functional regularization item based on
nonlocal means. Some authors use clustering [17] or neural
networks [18] for processing satellite images.

Gilboa and Osher [19] construct weights and regulari-
zation items by measuring the similarity of images and
propose a nonlocal Dirichlet function as a regularization
item. In this paper, a new despeckling model of high-res-
olution SAR images is introduced by combining the regu-
larization item and the data item of AA model, and an
iterative algorithm is proposed to solve the new model.
Despeckling experiments on different kinds of SAR images
demonstrate that, compared with the AA model, the pro-
posed model has more effective performance in suppressing
speckle, and it also has better performance in keeping the
edge information.

2. AA Model

For SAR images, let u be the restored image, f be the ob-
served image, and ] be the speckle. +en,

f � uv. (1)

Based on the Bayesian framework, assuming that the
speckle ] obeys Gamma distribution, the probability density
function is written as follows:

gv(v) �
L

L

Γ(L)
v

L−1
e

−Lv
, (2)

where L denotes the number of looks of images and Γ(·)

denotes the gamma function. By reasoning, Aubert and
Aujol proposed a multiplicative noise denoising model,
namely, the AA model, as follows:

argmin
u

TV(u) +
λ
2


Ω
logu(x) +

f(x)

u(x)
dx , (3)

where regularization item TV(u) is the total variation of u,
which guarantees the smoothness of the restored image.
Data itemΩlogu(x) + (f(x)/u(x))dx is used to ensure that
the restored image u retains the main features of the ob-
served image f and λ is a scale parameter used to balance the
regularization item and the data item.

+e AA model is a problem of minimizing the total
variation and is solved discretely. +e discrete iteration form
is obtained as follows:

un+1 � un + Δtdiv
∇u

|∇u|
  − Δtλ

un − u0

u
2
n

 , (4)

where Δt is the time step and div(·) is the divergence.
Figure 1 shows the despeckling results of the AAmodel for a

real high-resolution SAR image, and the SAR image is ac-
quired by the Sandia National Laboratories in the United
States. When the maximum peak signal-to-noise ratio
(PSNR) of the speckle suppression image is reached, the
iteration is stopped. It can be seen that the AA model
suppresses speckle well in homogeneous regions, but the
effect is not ideal in image edge and texture preservation,
which blurs image edge structure information to a certain
extent.

3. NLM Filter

Buades et al. proposed a NLM filter [12]. Its basic idea is to
open a window centered on each pixel i in the image and use
every pixel j in the window to estimate the value of the pixel i.
+e estimation uses two smaller window similarities as
evaluation criteria. +e centers of the two windows are i and
j, respectively. Andweights are calculated using the Gaussian
weighted Euclidean distance between the two windows.
When the current pixel is estimated, the weight of the pixel
which is similar to the central pixel structure in the local
structure is larger, and noise can be effectively removed by
the weighted mean. +e mathematical expression of the
NLM filter is written as follows:

NLM(u)(i) �
1

C(i, j)

j∈Ω

w(i, j)u(j), (5)

where NLM(u)(i) is the weighted filtering result, w( i, j) �

e− d(i,j)/h2 is a filtering weight, d(i, j) is a similarity distance
function of pixels i and j, h is the filtering parameter,
C(i, j) � j∈Ωw(i, j) is a normalized function, and Ω is a
neighborhood size of pixel i. Parameters h and Ω affect the
final denoising effect.

+e SAR image speckle obeys themultiplicativemodel, and
the NLM filtering algorithm is deduced based on the additive
Gaussian noise. +erefore, original SAR images are usually
transformed logarithmically before processing them. Figure 2
shows the despeckling results of the NLM filter for a real high-
resolution SAR image, and SAR images were acquired by the
Sandia National Laboratories in the United States. It can be
seen that the NLM filter has a weak ability to suppress speckle
in homogeneous regions but has stronger ability to preserve
edge and point targets than the AA model in texture regions.

4. ModifiedModel Based on the NLM Filter and
the AA Model

+e above results show that the AAmodel has more effective
performance in suppressing speckle in homogeneous re-
gions, but it has weak performance in keeping the edge
information. In contrast, the NLM filter has weak perfor-
mance in suppressing speckle in homogeneous regions, but
it has more effective performance in keeping the edge in-
formation. +us, in this paper, a modified model based on
the NLM filter and the AA model is proposed.
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4.1. Establishment of the Model. Gilboa and Osher con-
structed weights and regularization terms by measuring the
similarity of images based on the NLM filter and proposed a
nonlocal Dirichlet function as a regularization item:

D(u) �
1
4



i∈Ω

∇NLu



2
(i)di �

1
4
B
Ω×Ω

(u(i) − u(j))
2
w(i, j)didj,

(6)

where w(i, j) � e−d(f(i),f(j))/h2 is a weight function, d(f(i),

f(j)) is a similarity distance function of pixel i and pixel j,
and h is a filtering parameter. +e weight function is used to
calculate the similarity between the speckle in the window
and the unsuppressed speckle.

In this paper, a modified despeckling model of SAR
images is proposed by combining the regularization item
and data item of the AA model:

argmin
u

1
4
B
Ω×Ω

(u(i) − u(j))
2
w(i, j)didj +

λ
2



Ω

logu(i) +
f(i)

u(i)
 di

⎧⎪⎨

⎪⎩
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⎪⎭
.

(7)

4.2. Solution of the Model. Using variational method, the
Euler–Lagrange equation corresponding to model (7) is
shown as follows:



Ω

(u(i) − u(j))(w(i, j))dy + λ
u(i) − f(j)

u(i)
2  � 0. (8)

Using the steepest descent method, the steepest descent
flow is shown as follows:

(a) (b)

Figure 1: Despeckling results of SAR image. (a) SAR image; (b) AA model.

(a) (b)

Figure 2: Despeckling results of SAR image. (a) SAR image; (b) NLM filter.
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ut � 

Ω

(u(i) − u(j))w(i, j)dy + λ
u(i) − f(j)

u(i)
2 , (9)

where scale parameter λ can be seen as a Lagrange multiplier
and obtained by the following formula:

λ �
1

|Ω|σ2


Ω

(u(i) − f(i)) 

Ω
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(10)

+e iteration form of the discretized steepest descending
flow (9) is as follows:

u
n+1
i � u

n
i + Δt 

j

wij u
n
i − u

n
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n
i − f

0
i 

u
n
i( 

2 , (11)

where ui denotes the value of pixel i, uj denotes a pixel value
in the neighborhood of pixel i, wij is the weight function
w(i, j), and Δt is the time step. In the actual implementation
of the algorithm, a small value ε is added to the denominator
to avoid the denominator being zero; then, the discretized
iteration form becomes as follows:

u
n+1
i � u

n
i + Δt 

j

wij u
n
i − u

n
j  + λΔt

u
n
i − f

0
i 

u
n
i( 

2
+ ε

. (12)

+e flow chart of the improved filtering algorithm is
shown in Figure 3. Firstly, in high-resolution SAR images,
pixel i is taken and its neighborhood Ω and a block to be
estimated N(i) are determined. Secondly, in neighborhood
Ω of pixel i, the filter weights of N(i) and N(i)are calculated
by taking the similar block N(j) of pixel j. And then, filter
weights of all pixels in the neighborhood and pixel i are
calculated by traversing whole neighborhood Ω. Finally, the
despeckling result is obtained by putting an iterative formula
of the improved model after discretization.

5. Despeckling Experiments

Figure 4 shows the despeckling results of a real high-
resolution SAR image to illustrate the speckle suppression
effect of the proposed algorithm. SAR images are acquired by
the Sandia National Laboratories in the United States. In
order to verify the filtering performance of the proposed
algorithm more objectively, some objective evaluation in-
dicators are used to compare the AA model, the NLM filter,
and the proposed algorithm. +e experiment results are
shown in Table 1. An equivalent number of looks (ENL) and
difference of the coefficient of variation (DCV) are indexes
to evaluate the filtering effect [20–22]. ENL is the most
commonly used criterion for SAR image speckle suppres-
sion, and its calculation range is homogeneous regions. ENL
is defined as the ratio of the square of the mean value of a
pixel to the square of the standard deviation in a homo-
geneous region. +e larger the ENL value is, the stronger the
speckle suppression ability of the despeckling algorithm is.
+e calculation range of DCV is edge regions, and it is
defined as the difference of the coefficient of variation

between the real image and speckle suppression image in one
edge region. +e closer the DCV value is to 0, the stronger
the preservation ability of speckle suppression algorithm for
edge information is.

As can be seen from Figure 4, the AA model achieves a
better speckle suppression effect in homogeneous regions
but largely blurs the edge of the image. In Table 1, the DCV
value of the AA model for speckle suppression is the largest,
which also confirms that the edge preservation ability of the
AA model is the worst. By converting speckle into an ad-
ditive noise model, the NLM filter is superior to the AA
model in preserving edge structure information, and its
corresponding DCV value is closer to 0 than that of the AA
model. However, the NLM filter has a worse ability to
suppress speckle in homogeneous regions than the AA
model, and its corresponding ENL value is also smaller than

Take pixel i and determine its neighborhood Ω and 
block to be estimated N(i)

Begin

Calculate the filter weights of N(i) and N(j)

Take a similar block N(i) of pixel jin 
neighborhood Ω of pixel i

Is j the last pixel in 
neighborhood Ω?

Substitute into (12) and calculate filtering results 
a�er iteration

End

Yes

No

Figure 3: Flow chart of the proposed method.

Table 1: Quantitative measures evaluating the performance of
various methods in Figure 4.

ENL DCV
AA model 5.8427 0.1935
NLM filter 3.5489 0.0723
Proposed algorithm 7.8692 0.0756
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(a) (b)

(c) (d)

Figure 4: Despeckling results of a SAR image. (a) SAR image; (b) AA model; (c) NLM filter; (d) the proposed method.

(a) (b)

Figure 5: Continued.
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that of the AA model. In contrast, the proposed algorithm
can suppress speckle in homogeneous regions more thor-
oughly and preserve edge details better. It can also be seen

from Table 1 that the ENL value of the proposed algorithm is
the largest, which shows that the proposed algorithm has a
more thorough ability of the speckle suppression in

(c) (d)

Figure 5: Despeckling results of SAR image. (a) SAR image; (b) AA model; (c) NLM filter; (d) the proposed method.

(a) (b)

(c)

Figure 6: Speckle patterns of various methods in Figure 5. (a) AA model; (b) NLM filter; (c) the proposed method.
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homogeneous regions than the traditional AAmodel and the
NLM filter. At the same time, the DCV value of the proposed
algorithm is closer to 0 than that of the traditional AA
model, which shows that the edge preservation ability of the
proposed algorithm is stronger.

In order to further illustrate the speckle suppression
ability and edge preservation ability of the proposed algo-
rithm for SAR images, the results of the speckle suppression
for a SAR image of farmland and the corresponding speckle
image are given in Figures 5 and 6, respectively [23–33]. +e
speckle image is defined by the ratio of the observed image to
image after speckle suppression. +e amount of edge in-
formation on the speckle image reflects the degree of
preservation of edge structure information by the speckle
suppression method.+e less the edge structure information
on speckle image, the stronger the edge preservation ability
of the corresponding speckle suppression method. +e ideal
speckle suppression method can completely suppress
speckle without losing any edge structure information. In
addition, the speckle is not only in homogeneous regions but
also in edge regions [33–47].

From the results of the speckle suppression in Figure 5, it
can be seen directly that the proposed algorithm is superior
to the AA model and the NLM filter in speckle suppression
and preserves the edge information of the image. Further-
more, the speckle image in Figure 6 shows that the speckle
image corresponding to the proposed algorithm is obviously
covered by granular speckle, which shows that the proposed
algorithm has better speckle suppression ability than the AA
model and the NLM filter. In addition, the AA model has
more edge information on the speckle image, while the
proposed algorithm has less edge information on the speckle
image. +is shows that the AA model has a poor edge
preservation ability and the proposed algorithm has a strong
edge preservation ability.

6. Conclusions

In this paper, a new speckle suppression algorithm is pro-
posed for high-resolution SAR images. +is method takes
the nonlocal Dirichlet function as a linear regularization
item, which constructs the weight by measuring the simi-
larity of images. +en, an improved despeckling model is
introduced by combining the regularization item and the
data item of the AA model, and an iterative algorithm is
proposed to solve the new model. Moreover, we compared
the proposed method with the AAmodel and the NLM filter
algorithm.+e experiments show that the proposed model is
more effective in suppressing speckle in homogeneous re-
gions, and it also has a better performance in keeping the
edge information. +us, it turned out to be an effective
speckle suppression method for SAR images.

+e limitation of our work is a limited number of images.
In the future, we plan to perform broader experiments.
Besides, we plan to finetune the method parameters.
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