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Due to the recent advancements in the Internet of things (IoT) and cloud computing technologies and growing number of devices
connected to the Internet, the security and privacy issues are important to be resolved and protect the data and computer network.
To provide security, a real-time monitoring of the network data and resources is needed. Intrusion detection systems have been
used to monitor, detect, and alert an intrusion event in real time. Recently, the intrusion detection systems (IDS) incorporate
several machine learning (ML) techniques. One of the techniques is decision tree, which can take reliable network measures and
make good decisions by increasing the detection rate and accuracy. In this paper, we propose a reliable network intrusion
detection approach using decision tree with enhanced data quality. Specifically, network data preprocessing and entropy decision
feature selection is carried out for enhancing the data quality and relevant training; then, a decision tree classifier is built for
reliable intrusion detection. Experimental study on two datasets shows that the proposed model can reach robust results. Actually,
our model achieves 99.42% and 98.80% accuracy with NSL-KDD and CICIDS2017 datasets, respectively. The novel approach gives
many advantages compared to the other models in term of accuracy (ACC), detection rate (DR), and false alarm rate (FAR).

1. Introduction

The computer security threats are becoming quite chal-
lenging with the growing capabilities of the adversaries,
influencing the reliability of data communication and
networks. The recent advancements in cloud computing
and IoT technologies enabled new attack vectors for the
adversary and even more prone to attacks [1-3]. The IoT
applications enable the attacks not only focusing stealing
the data but can also impacting human lives. For example, a
hacked home utility smart heater can be used to auto-
matically increase the temperature and indirectly impact
the human beings living in the home [4, 5]. Hence, the main
goal of security is to provide integrity, confidentiality, and
availability by implementing various security tools and
policies that can protect data and detect attacks targeting
the IoT. [4, 6]. An intrusion tries to violate one of security

objectives and infects systems. Hence, many tools and
methods, such as IDS, are developed to secure networks
and systems from intrusions [7-9]. Thereby, intrusion
detection is a set of techniques implemented to detect
undesirable activities by classifying data activity into
normal or intrusion [6, 8]. The intrusion detection tech-
niques detect and stop intrusions from outside or within a
monitored network.

For this reason, two fundamental detection approaches
can be used. The first one is called misuse detection; it is based
on a known attack signature to detect intrusion. The second
one is named anomaly detection or behavioral detection,
based on a deviation from a normal model [1, 8, 10]. The
hybrid detection approaches combine advantages of both
misuse and anomaly detection and aim to increase detection
rate and accuracy of IDS [9, 11, 12]. A considerable distinction
is made between network IDS (NIDS) and host IDS (HIDS)
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[1, 8]. Formally, an IDS can be software or hardware which
detects malicious traffic, makes accurately automatic deci-
sions, and interrupts intrusions quickly in real time with an
automatic response [6, 8].

Despite their efficiency, the IDS suffers from a number of
limitations, such as real-time analysis and detection, gen-
erated alarm, and data quality, that can decrease detection
rate and accuracy performances [6, 8]. Therefore, intrusion
detection is still an effective and dynamic research field.

Recently, ML methods have been integrated to enhance
intrusion detection and reinforce computer security. Nu-
merous research contributions explore how to incorporate
ML techniques in intrusion detection to obtain reliable IDS
with accurate performances by enhancing data quality and
training [13-20]. The decision tree is an induction algo-
rithm which has been used for classification in many issues.
It is based on splitting features and testing the value of each
one. The splitting process continues until each branch can
be labelled with just one classification [21, 22]. The decision
tree is more than equivalent representation to the training
set. Hence, it can be used to predict the values of other
instances not in the training set. The decision tree is widely
used as a mean of generating classification rules because of
the existence of a simple but very powerful algorithm called
Top-Down Induction of Decision Trees (TDIDT). It is
guaranteed to give a decision tree that correctly corre-
sponds to the data provided by two of the best known being
ID3 and C4.5 [22].

On the other side, the data is not always obtained in a
structured form. For relevant analysis, the unstructured data
have to be preprocessed. This operation is an essential stage
which performed to enhance data quality and make accurate
decisions. Data quality techniques are implemented before
training and classification process [17, 23, 24]. Besides,
feature selection is a desirable process aiming to select the
useful features to both reduce the computational cost of
modelling and to improve the performance of the predictive
model [13, 24].

In this paper, we propose a novel network intrusion
detection approach based on the decision tree method to
train and build a binary classifier model and make accurate
decisions. The features’ engineering techniques were used to
improve the data quality. Experimental results on the NSL-
KDD dataset and CICIDS2017 dataset demonstrate that our
proposed approach gives good performances in terms of
accuracy DR and FAR. Two main contributions have been
validated in this research work. Firstly, we implement fea-
ture selection using entropy decision technique to improve
data quality. Secondly, we build a classifier model based on
decision tree algorithm to achieve effective network intru-
sion detection approach.

The remainder of this paper is organized as follows.
Section 2 presents related work on intrusion detection,
especially which integrated ML techniques to improve IDS
performances. Section 3 describes in detail the proposed
solutions for the novel approach. In Section 4, we discuss
experimental results, performance of the proposed model,
and its comparison with other models. Finally, the con-
clusion and future works presented in Section 4.

Security and Communication Networks

2. Related Works

During the last decade, a set of contributions of intrusion
detection were adopted in [8, 10, 11, 17, 21, 25, 26] to ensure
computer security objectives. The research in intrusion
detection is oriented towards on automatic response to
increase effectiveness and capability of IDS [6]. Therefore, to
obtain reliable IDS, the false positive (FP) and false negative
(FN) rate should be low, but also, true positive (TP) and true
negative (TN) rate should be high. Furthermore, including
ML techniques in intrusion detection becomes an excited
research domain [13-20]. Hence, intrusion detection based
on ML is a classification task aiming to detect intrusions
using labelled data by building a classifier able to distinguish
between normal and abnormal activity [11, 16, 21, 27, 28].
Several ML techniques, such as decision tree [21], random
forest [29], nearest neighbour [30], Naive Bayes [26, 27],
support vector machine [17], fuzzy clustering [15], rein-
forcement based learning [19], and deep learning methods
[1, 6, 14, 18, 25, 26, 31, 32] have been integrated to enhance
IDS by discovering knowledge from intrusion detection
datasets [9, 31, 33, 34]. For more improvements, a set of
feature engineering techniques, such as feature selection, are
made to enhance data quality. They allow a relevant data
process used to train and build effective classifier
[13, 17, 23, 25, 35, 36].

In 2018, Karami [37] proposed an anomaly-based in-
trusion detection system using the fuzzy SOM method. In
2020, Tabash et al. [26] proposed an intrusion detection
model which integrated NB and DL technique. The model
implemented genetic algorithm for a good feature selection.
In 2015, Ghazali et al. [27] proposed a detection model for
intrusive communication. This research work tests five
classification techniques: SimpleCart, NB, BFTree, PART,
and Ridor. The performances’ measures on NSL-KDD
dataset demonstrate ACC 96.7%, DR 95.5%, and FAR 4.7%.
In 2017, Kevric et al. [28] proposed a combining classifier
approach using tree algorithm for network intrusion de-
tection. The model is evaluated on NSL-KDD dataset ACC
89.24%. In 2018, Hadi [29] proposed a model based on
random forest algorithm for selecting a significant feature.
The model was evaluated using NSL-KDD. The results of the
proposed model are ACC 99.33%, DR 0.993% TP, and FAR
0.001% FP. In 2019, Gu et al. [17] proposed a model of an
ensemble SVM-based intrusion detection with LMDRT
transformation as an effective method to enhance data
quality. The performances’ results on CICIDS2017 dataset
are ACC 93.64%, DR 97.56%, and FAR 20.28%. In 2020,
Elmasry et al. [32] developed a DL model for network in-
trusion detection using a double PSO metaheuristic. The
model is evaluated on CICIDS2017 dataset and gives ACC
92.92%, DR 92.38%, and FAR 3.24%. In 2019, Prasard et al.
[36] proposed new IDS which works on subset of features by
extracting significant features using the probabilistic
method. The BRS method is implemented to categorize
samples into normal, intermediary, and abnormal category
based on the rough set. The model is trained and tested on
CICIDS2017 dataset and demonstrates ACC 97.6%, DR
96.38%, and FAR 3.00%. In 2019, Ahmim et al. [21] proposed
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a hybrid IDS model which combines the classifier model
based on decision tree, REP tree, JRIP algorithm, and forest
PA. The performances of the novel model are evaluated
using CICIDS2017 dataset and presented ACC 96.66%, DR
94.475%, and FAR 4.47%.

From the state-of-the-art literature survey, it is proven
that the learning methods and data quality are two useful
tasks which determine the robustness of IDS
[6, 17, 26-29, 32, 36, 37]. These research works implement
much of techniques for a high quality of data by not only
reducing and selecting features but also building improved
classifiers to better categorize data activities.

3. Novel Network Intrusion
Detection Approach

In this section, we describe our methodology and proposed
solutions aiming to implement and validate the novel ap-
proach. By enhancing feature engineering and classification
techniques, we obtained reliable IDS with accurate
performances.

3.1. Our Proposed Model. As depicted in Figure 1, the
proposed model consists of three main components in-
cluding data quality component, building of classifier
component, and intrusion detection deployment compo-
nent. The details of those three components are given in the
following.

Part 1: data quality process.

The main goal of this component is collecting and
preprocessing the data. Hence, the system executes the
process that can gather and accumulate necessary data
from networks. Once the data are collected, a specific
data preprocessing is performed on gathered network
traffic. The data preprocessing portion evaluates the
data and ignores the incompatible data types. Fur-
thermore, the data is sanitized and the resulting data is
saved. In addition, the data is transformed and the
features of network dataset are finalized. We used the
entropy decision technique to select the features.

Part 2: building of the classifier.

Once the first part is completed, the second one is
started. Generally, the objective of second part, as it is
clear in its name, is to build a classifier model. The input
here is the transformed data obtained in the data
quality process part. In the classifier building part, we
can distinguish between two main phases: model
training phase and model validation phase. In the first
phase, three portions of data are used for training a
decision tree classifier implemented in our proposed
approach. Then, in the second phase, the rest of data are
used to validate our model.

Part 3: network intrusion detection deployment.

After building of the classifier model, the third part
comes for deploying the network intrusion detection.
At this point, actual tests are necessary to improve the

performance of reliable IDS. Hence, we are in aptitude
to check its capacity to classify activities in normal or
abnormal. So, based on the classification results, the
IDS can made accurate.

3.2. Description of Proposed Solutions. As we mentioned
above, the first step which is made by our approach is to
collect and transform data with feature selection according
to needs of analysis and detection. The data quality is an
important and essential task to train and build an accurate
intrusion detection model. Hence, this step aims to prepare
data for analysis and make accurate decision. We start first
with data transformation by applying feature selection using
entropy decision on original traffic collected within network
traffic to obtain a good training set. In fact, it is a critical step
aiming to improve accuracy of our approach. It aims also to
overcome training complexity by reducing analysed data
and obtain a great model with best performances in terms of
accuracy, detection rate, and real-time detection. A partic-
ular preprocessing is applied on collected network traffic
before the analysis step. Data normalization is performed. For
this, we suggest and implement a particular coding to enu-
merate feature values and establish a pattern of activities fa-
cilitating the distinction between the activities. The goal of the
feature extraction is to reduce the number of features in
collected data from networks. It aims to summarize most of the
information contained in this original data by creating new
features. The feature selection aims instead to choose the
important existing features in the original data and discard less
important ones. For this reason, we use entropy decision
technique for feature selection. The implementation of com-
ponents that constitute our approach is described in Figure 2.

We obtain a transformed data by implementing pro-
posed data quality techniques, aiming to increase our ap-
proach accuracy. This allows training and validating of an
effective intrusion detection model based on the decision
tree to make relevant decisions in real time. Moreover,
intrusion detection is considered as a classification task
aiming to classify incoming traffic in normal activity or
intrusion. Hence, the main objective of this part is to predict
a binary value to validate the classifier able to answer
question with a yes or a no. Thus, we encoded both classes in
numerical variable: +1 for normal activity and -1 for in-
trusion. We remember that the number of features must be
fixed in advance. For the validation step of our model, there
are various strategies used to split the data into a training and
test set. In this case, we use the efficient and recommended
one, k-fold [1].

According to standard components of an IDS mentioned
in [8, 29], our approach is constituted by four parts: data
collection part, preprocessing part, decision-making part,
and response part. The proposed approach focuses on the
preprocessing part by improving data quality technique used
to train and build an accurate classifier which is able to
discover intrusions within traffic network. It focuses also on
enhancing the decision-making part by integrating the
decision-tree classifier. A set of research works have been
made in [6, 13, 24] to improve others parts of IDS, such as
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data collection, dimensionality reducing, and real-time re-
sponse which are not taken into account in this research
work.

4. Experimental Results and Discussion

4.1. Dataset Description. The assessment of datasets plays a
vital role in validation of intrusion detection approaches.
Therefore, for evaluating any IDS using ML techniques, one
can select the desired dataset among a large number of ap-
propriate and available datasets. For instance, numerous
public datasets are available [9, 31, 33, 34] and can be used
freely for evaluation proposed methods’ capability. In our case,
we have selected two types of datasets including NSL-KDD
and CICIDS2017, which are used for training and perfor-
mances’ evaluation and validation of the proposed approach.

The NSL-KDD dataset was created from KDD cup 99
dataset [9, 27]. It contains 125,973 records of the training set
and 22,544 for the test set. It has 22 training instances’
attacks and 41 features in which 21 of them describe con-
nection itself and 19 for nature of connection of the same
host [33, 38]. The novelty and instances’ volume of the NSL-
KDD dataset make it very practical. On the contrary, the
CICIDS2017 dataset was created from Canadian Institute for
Cyber Security. It aims to overcome the limitations of the
actual dataset and present an effective dataset for intrusion
detection. It is a labelled dataset that comprises behavior and
new malware attacks and is consisted of 8 files containing
2,830,743 instances. The CICIDS2017 dataset integrates 80
features’ network flow captured at July 2017 from network
traffic using CICFlowMeter tool [9].

Those two used datasets in this research work, NSL-KDD
dataset and CICIDS2017 dataset, are available at [39, 40],
respectively.

4.2. Experiments’ Environment. The experimental setting of
our research work is performed and evaluated on a com-
puter with a Core-i7 2700K CPU@ 2.50 GHz and 32 GB of
DDR3 running windows 7 professional 64 bits. The entropy
feature selection and decision-tree model training are
implemented using python version 3.8.0.

To validate our proposed intrusion detection model, we
use the 10-fold cross-validation technique to obtain the
training and test set. Hence, we split randomly full dataset
into ten parts with the same size. Nine parts are used in the
training and the last part in the test step. Finally, the per-
formances of the model are presented by repeating this
procedure ten times.

4.3. Data Transformation. In the implementation step, we
propose to extract samples of dataset to avoid some
drawbacks such as processing and big volume of data. The
data extraction from each used dataset is given in Table 1.

Feature selection is a relevant technique included by our
network intrusion detection approach. It is implemented
and incorporated to select useful features for reliable de-
tection and decision-making. For this, we implement en-
tropy decision technique.

TaBLE 1: Data extraction from NSL-KDD and CICIDS2017
datasets.

Category Original size  Extracted size

Training 125,973 25,195

NSL-KDD dataset Test 22,544 4,509
Total 148,517 29,704
Benign 2,273,097 113,655

CICIDS2017 dataset Attack 557,646 27,883
Total 2,830,743 141,538

The encoding step is performed to assign numeric values
to categorical features for making relevant processing. To
avoid undesirable influence problem of high weights, we
normalize continuous features values. Equation (1) is used to
find the new value. Hence, we make the values of each feature
run from 0 to 1. If the lowest value of a given feature x is min
and the highest value is max, we convert each value of x to

(value (x) — min)

(1

(max — min)

Furthermore, all continuous features are in range [0, 1].

4.4. Metrics Evaluation and Discussion. The most obvious
criterion to use for estimating the performances of a clas-
sifier is predictive accuracy. The proportion of a set of unseen
instances that it correctly classifies. For numerical perfor-
mances’ evaluation of the proposed model, the following
metrics are used.

These metric performances are not dependent on the size
of the training and test set and can be really helpful in
assessing the performance of the full model. Based on the
confusion matrix (Table 2), the performances’ metrics are
calculated.

ACC is obtained from equation (2). It is the ratio of
instances that are correctly predicted as normal or attack to
the overall number of instances in the test set:

TP + TN

ACC = . 2
TP + TN + FP + FN @

DR is calculated using equation (3) and indicates the
ratio of the number of instances that are correctly classified
as attack to the total number of attack instances present in
the test set:

TP

R= ———. (3)
TP + FN

FAR is obtained from equation (4) and represents the
ratio of instances which is categorized as attack to the overall
number of instances of normal behavior:

FP

FAR= —————.
FP + TN

(4)

In this research work, we start with comparing detection
assessment of our proposed model for novel approach and
decision-tree model only. The results shown in Figures 3 and
4 demonstrate this comparison according to ACC, DR, and
FAR on the NSL-KDD dataset and the CICIDS2017 dataset.
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TaBLE 2: Confusion matrix.

Actual class

Predicted class

Attack Normal
Attack TP FN
Normal FP TN
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FIGURE 3: (a) ACC results of the DT model and our proposed model on the NSL-KDD dataset. (b) DR results. (c) FAR results.
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F1GURE 4: (a) ACC results of the DT model and our proposed model on the CICIDS2017 dataset. (b) DR results. (c) FAR results.

Figures 3(a) and 4(a) show that accuracy of the proposed
model is specifically better than the model based on the
decision tree only. Figures 3(b) and 4(b) demonstrate the DR
of both IDS. It validates that the DR of the proposed IDS
model is higher than the IDS based on the decision tree only
on the NSL-KDD dataset and the CICIDS2017 dataset.

The results demonstrated above are summarized in
Tables 3 and 4. They show that our proposed model can
reach significant performances than the decision tree only.
For the NSL-KDD dataset, the ACC of our proposed model
achieves 99.42%, while the decision tree only exceeds 89%. In
terms of DR and FAR, our proposed model obtains 98.2%
and 2.64%, respectively, while the decision tree only presents
DR 88.5% and FAR 3.5%. For the CICIDS2017 dataset, our
proposed model indicates high performances in terms of
ACC98.8%, DR 97.3%, and FAR 3.10%. Besides, the decision
tree only gives ACC 92%, DR 86.7%, and FAR 4.6%.

TABLE 3: Performances’ metrics of the decision tree and the pro-
posed model using the NSL-KDD dataset.

ACC (%) DR (%) FAR (%)
Decision tree 89.00 88.50 3.50
Proposed approach 99.42 98.20 2.64

TABLE 4: Performances’ metrics of the decision tree and the pro-
posed model using the CICIDS2017 dataset.

ACC (%) DR (%) FAR (%)
Decision tree 92.00 86.70 4.60
Proposed approach 98.80 97.30 3.10

The results obtained validate that our approach gives
great detection capability in terms of ACC, DR, and FAR.
Specifically, they demonstrate that the performances’
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TaBLE 5: Performances’ comparison with other models on NSL-KDD.
Method Accuracy (%) DR (%) FAR (%)
Masdari and Khezri [12] Five classification 96.70 95.50 4.70
Ahmim et al. [21] Tree algorithm 89.24 — —
Fang [16] RF 99.33 0.993 TP 0.001FP
Proposed approach DTE 99.42 98.20 2.64

TABLE 6: Performances’ comparison with other models on
CICIDS2017.

Method Accuracy (%) DR (%) FAR (%)

Chiba et al. [1] DTRM 96.66 94.475 4.47
Alazzam et al. [13] EnSVM 93.64 97.56 20.28
Ayo et al. [25] BRS 97.96 96.38 3.00
Khraisat et al. [9] DL 92.92 92.38 3.24
Proposed approach DTE 98.80 97.30 3.10

metrics of our proposed model are higher o NSL-KDD
dataset but low CICIDS2017 dataset. According to the
evaluation performances, our proposed IDS model can reach
great performances. The comparison with the model which
uses the decision tree only indicates the effectiveness of our
network intrusion detection approach.

Concretely, our proposed intrusion detection model is
specified by high performances of ACC, DR, and FAR.
Furthermore, we perform a comparison between our IDS
and other recent intrusion detection approaches based on
the NSL-KDD dataset and the CICIDS2017 dataset. Typi-
cally, the recent works that integrate ML techniques are tree
algorithm, RF, DTRM, EnSVM, BRS, and DL. The com-
parison results are presented in Tables 5 and 6.

From the obtained results, we conclude that our pro-
posed IDS approach is relevant, achieves important per-
formances, and gives relevant training by implementing fast
data quality techniques. Using the NSL-KDD dataset and the
CICIDS2017 dataset, it is proven that our approach is re-
liable and reaches good results compared with other models.
The novel approach can be integrated and used to secure
various environments such as IoT environment and cloud
computing.

5. Conclusion and Future Works

Intrusion detection is a set of enhanced techniques imple-
mented to monitor systems and data to be more secure. In
this paper, we present a reliable network intrusion detection
approach based on decision-tree classifier and engineering
feature techniques. According to heterogeneity of data, a
preprocessing phase is setting up to increase detection rate
and accuracy of IDS. Also, a feature selection technique
based on the entropy decision-tree method is handled before
building the model for high data quality. The validation of
novel approach is achieved by proposed solutions that
guarantee an efficient accuracy. The performances are
evaluated on two datasets: NSL-KDD and CICIDS2017.
Hence, the novel proposed network intrusion detection
approach presents many advantages and provides high
accuracy compared with other models. The future works will

integrate other efficient ML techniques such as deep learning
in various parts to empower detection rate and accuracy of
our approach.

Data Availability

The assessments and experimental results, obtained using
Anaconda 3 IDE, are available at https://sites.google.com/
umi.ac.ma/azrour.
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