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Crime is a bone of contention that can create a societal disturbance. Crime forecasting using time series is an efficient statistical
tool for predicting rates of crime in many countries around the world. Crime data can be useful to determine the efficacy of crime
prevention steps and the safety of cities and societies. However, it is a difficult task to predict the crime accurately because the
number of crimes is increasing day by day. .e objective of this study is to apply time series to predict the crime rate to facilitate
practical crime prevention solutions. Machine learning can play an important role to better understand and analyze the future
trend of violations. Different time-series forecasting models have been used to predict the crime. .ese forecasting models are
trained to predict future violent crimes. .e proposed approach outperforms other forecasting techniques for daily and
monthly forecast.

1. Introduction

Urbanization is becoming a global trend [1]. As the city
grows, different management challenges increase on a daily
basis. Nowadays, crime is a problematic social matter. .e
crime rate in big cities is higher than in smaller localities.
One of the main problems in many countries is the increase
in the crime rate in urban areas. With the increasing amount
of crimes, crime evaluation methods are needed to reduce
the crime [2]. .e criminal activities can be reduced by a
distribution of patrol officers according to the crime rate.
However, it is hard to predict future crimes accurately and
efficiently.

Crimes can be categorized into different types such as
violent and nonviolent crimes. A violent crime is a crime in
which criminals threaten a targeted person..ese crimes are
considered more serious than nonviolent crimes [3]. A vi-
olent act is composed of different offenses such as homicide,

aggravated assault, battery, kidnapping, robbery, murder,
and forcible rape [4, 5]. Violent crime may or may not
happen with the weapon. Different countries also have
distinct methods of recording and crime reporting.

.e main challenge is to analyze the increasing volume
of criminal data correctly and efficiently [6]. Mostly, security
forces lack the tools and skills to recognize effective patterns
in these enormous data. Data miningmethods can be used to
extract valuable information to enhance the efficiency of the
city police and enable the officers to make better use of the
confined resources. In addition, advanced analytic methods
can be integrated with current planning tools. .is can
enable crime investigators to access huge databases without
the need for training from data scientists.

Forecasting is used to project past and present events
into the future. Forecasting techniques identify, model, and
extrapolate the patterns found in historical data. Forecasting
problems can be categorized into short, medium, and long
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term based on prediction periods. .e majority of fore-
casting problems use the time series data. A time series is a
time-oriented sequence of observations. Time series analysis
produces models that can help to understand the underlying
causes by using the observed time series. Time series models
use the statistical properties of the historical data to predict
future patterns and trends [7].

Conventional time-series analysis models such as
autoregressive integrated moving-average (ARIMA) [8] and
machine learning models such as artificial neural network
(ANN) are insufficient to tackle the forecasting problem of
criminal data. Researchers have also employed the hybrid
models to denoise the data and to find the linear and
nonlinear patterns in the data to improve the performance of
the forecasting [9, 10].

.e objective of the current study is to evaluate the
predictive capacity of the models for a short- and medium-
term forecast for criminal data. .is will help in optimal
decision-making and resource management. .is work
compares different time-series analysis models and machine
learningmodels, i.e., ARIMA, simple exponential smoothing
(SES), Holt–Winters exponential smoothing (HW), and
recurrent neural network (RNN), to predict the crime
trends.

.e rest of the paper is organized into different sections.
Section 2 discusses different time series forecasting used in
this work. Section 3 presents the related work. Section 4
describes the time-series forecasting methodology. Section 5
presents the experimental evaluation of the proposed
technique. .e outcomes are concluded in Section 6.

2. Time Series Forecasting

Structured series of data points listed at an equal-spaced time
is called time series. Time series analysis can be separated
into two parts. .e first part is to obtain the structured
underlying pattern of the ordered data. .e second part
narrates to fit a model for future prediction. .e most
challenging part that involves mathematical calculations is
the fitting part of the time series. Time series can be used for
univariate and multivariate analyses [11]. .is section dis-
cusses different time-series forecasting models to predict
future crimes.

2.1. ARIMA Model. ARIMA model is a widely used time-
series forecasting model introduced by Box and Jenkins in
1970 [12]. ARIMAmodel is a general linear stochastic model
which is the combination of autoregressive and moving-
average models [13–15]. An autoregressive model uses a
linear combination of past values to predict the variable of
interest. .e moving-average model uses the past predic-
tions’ errors similar to the regression model [16]. It carries a
limited number of parameters such as (p, d, q), where p

represents the order of the AR model, d is the degree of
differencing, and q is the moving-average model [17, 18].

yt � c + φ1yt−1 + · · · + φpyt−p + θ1et−1 + · · · + θqet−q + et,

(1)

where φ1, . . . ,φp are the parameters for the autoregressive
model, θ1, . . . , θq are the parameters for the moving-average
model, yt−1, . . . , yt−p are defined as the past values (lags), et

is the white noise, and yt is the difference at degree d of the
original series of time series.

2.2. Exponential Smoothing Methods. .is time series fore-
casting is used for univariate data. .e exponential
smoothing technique processes smoothing parameters de-
termined from past data. For prediction, new observations
can have greater value than the previous observations [19].
Smoothing variables are determined by minimizing the
mean absolute percentage error (MAPE) and root mean
square error (RMSE).

2.2.1. Simple Exponential Smoothing Method. Simple ex-
ponential smoothing is the simplest method that is suitable
for stationary series. It is a time-series forecasting approach
for a single parameter without a trend and seasonality. SES
models are generally based on the assumption that time
series should be oscillating at a constant level or slowly
changing over time [20]. .is method requires little com-
putation. Let z1, z2, z3, . . . , zn be a time series. Formally, SES
can be computed as

zt+1 � αzt +(1 − α)zt, (2)

where zt is the actual known series of time period i, zt is the
forecast value of c for time period i, zt+1 is the forecast value
for time period i + 1, and α is the smoothing constant. .e
prediction zt+1 is based on the weighted nearest observation
zt, its weight α, the weight of the nearest prediction zt, and
the weight 1 − α [21].

2.2.2. Holt–Winters Exponential Smoothing Method.
Holt–Winters exponential smoothing method was designed
in 1960 by extending the exponential smoothing method.
HW is applied when data are in the stationary form. For the
calculation of the prediction measures, all the data values
need to be in series. .is method is suitable when data are
with the trend and seasonality [22]. .e basic equations
applied in each update cycle for level L, trend b, seasonality S,
and forecast F at time t are

Lt � α xt − St−c(  +(1 − α) dt−1 + bt−1( ,

bt � β dt − dt−1(  +(1 − β)bt−1,

St � c xt − dt(  +(1 − c)St−s,

Ft+m � dt + btm + St−c+m,

(3)

where t � 1, 2, 3, . . .. Lt and bt estimate the level of the series
and the slope of the series at time t, respectively.

Exponential smoothing is not suitable for seasonal data
including trends or cycles. However, the HW model uses a
modified form of exponential smoothing. It applies three
exponential smoothing formulae called triple exponential
smoothing. First, the average is computed to give locals the
average of the series. Second, the trend is smooth, and finally,
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smooth each subseries seasonal estimates for each season
separately. .e exponential smoothing formula applies to a
series of trend and constant seasonal elements using HW
addition and multiplication methods. An additive method is
applied when the season changes through the series are
roughly unchanged. .e multiplicative method is employed
when changes are in proportional series [22]. .is study is
only applicable to the HW additive model.

2.3.RecurrentNeuralNetwork. RNN is a type of ANNwhich
has input, hidden, and output units. Generally, the RNN
model has a unidirectional flow of information from input
layers to hidden layers. It remembers end-to-end working of
the model [23]. Figure 1 explains the RNN framework for
modeling time-series observations. A directional loop can
help to remember when to make a decision, what is an input
of the current node, and what it had learned from the inputs
received previously. Using the previous sequence samples
may help understand the current sample. RNN can work
well on time series because of its capability of remembering
the previous input received using the internal memory. .is
can help to make the RNN forecast accurately.

Long short-term memory (LSTM) networks are modi-
fied versions of the RNN that can help to solve the short- and
long-term dependencies which make it easier to remember
previous data. LSTM networks are trained using back-
propagation through time which helps to overcome the
vanishing gradient problem. Traditional neural networks
have neurons, while LSTM networks have memory blocks
connected through sequential layers. Each module contains
gates that can handle module status and outputs. .e gated
formation of the LSTM network manages its memory state.
.e use of neural networks reduces the need for extensive
feature engineering and allows training of large datasets [25].

.e difference between LSTM and RNN is an internal
unit state which is also transmitted along with the hidden
state. .e LSTM block receives the input sequence and then
uses a gate activation unit to decide if it is dynamic. .is
action creates a state change and adds information that
conditionally passes through the block. Gates make blocks
much better than the classic neurons and enable them to
memorize current streams.

.e weight of the gates can be learned during the
training phase. .e gating function controls the input, re-
members the content in the internal state variables, and
handles the output that makes the LSTM unit flexible. In
LSTM cells, there are three types of gates, i.e., input, forget,
and output (Figure 2). Each unit of LSTM has a cell which
has a state ct at time t. .e cell read/modify action is
controlled using the input gate it, forget gate ft, and output
gate ot. At each time step, the LSTM unit receives the input
from two external sources at each of the four terminals, i.e.,
the three gates and the input [26].

3. Related Work

.is section discusses the popular existing techniques to
predict crimes. However, these techniques can have

constraints. Specific algorithms can be chosen at the iden-
tification, feature, andmodeling stages..ese algorithms can
identify and depict natural trends, models, and data
relationships.

In recent years, ML algorithms have become increasingly
popular and can be used for prediction. Researchers have
analyzed the working of criminal activities by using these
models in time series such as ARIMA, SES, HW, and RNN
models by considering these accuracy metrics. Different
researchers have worked on identifications of violations in
different states of the United States by examining different
datasets. Information such as the trend and seasonality of the
crime was extracted to help people and peace enforcement
agencies. .e crime databases depend on places to identify
violation hotspots. .ere exist a number of online map
applications that can show the correct place of the crime and
type of offense in any part of the city. Criminal sites can be
identified precisely [27]. On the contrary, the historical data
and present approaches primarily determine the criminal act
[27]. Predictive police are working in Philadelphia where law
enforcement agencies highlight and forecast crimes based on
locations [28].

Marzan et al. [29] evaluated daily and weekly crime
patterns using linear regression, multilayer perceptron,
Gaussian processes, and sequential minimal optimization
regression. .ey forecasted the outcome for 10 days and 10
weeks. History is the primary basis of crime forecasting.
Cesario et al. [6] used autoregressive models to analyze and
forecast crimes in selected regions of Chicago. .ey ex-
amined a number of crimes and violations over time and
separated them into trends, seasonality, and random signals.
.ey predicted the crime for one and two years. .e
downside is an analysis only for a specific area, and it is
intended for length prediction.

Moreover, researchers have analyzed the effectiveness
and accuracy of algorithms for crime predictions and other
potential applications for peace enforcement analysis such
as identifying real crime locations, crime profiles, and
discovering criminal trends. .e most important compo-
nent is the accuracy of creating new information (based on
previous observations), which can reduce the crime rate.
Borowik et al. [30] applied prophet forecasting and spectral
analysis for real time series in Poland. .e authors de-
termined the weekly and annual seasonal patterns for long-
period trends in selected sorts of events. .ere is still a
considerable change in crime that cannot be taken by the
expected model. It has commonly been assumed that
anticipated levels are beneficial for more appropriate al-
location of peace enforcement agencies [30].

Chen et al. [17] applied the ARIMAmodel for short-term
forecasting on property crimes. .ey compared the fore-
casting results with simple exponential smoothing and Holt
two-parameter exponential smoothing model. By the given
data for 50 weeks of property crime, they forecasted one week
ahead from the given observations using the ARIMA model
[17]. However, they only compared straightforward tech-
niques andmeasured the amount of crime over the whole city
and not over districts or grid cells. .eir approach used grid
cells. .e data also lacked historical information.
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Feng et al. [31] investigated crimes in Chicago, Phila-
delphia, and San Francisco by applying the Holt–Winters
model. Firstly, the authors predicted the trend of crime in
the next few years. After that, the category of crime was
forecasted for time and location. For this, they collected
multiple classes in a larger set and made an attribute se-
lection. .e outcomes showed that the tree classification
models had performed better on classification tasks when
compared with naive Bayesian methods and KNN. Holt–
Winters model multiplicative seasonality provided good
results when predicting the criminal tendency [31].

Singh [32] described a method to predict the crime for
one week by taking 30 days’ input of data using LSTM. He
compared the performance of different models. Gated re-
current units have good crime prediction performance when
compared with the traditional ARIMA model, artificial
neural network, convolutional neural network, and RNN
with its type [32]. Catlett et al. [33] proposed a predictive
approach based on autoregressive and spatial analysis
models to detect high-risk crime regions and forecasted
crime trends.

Existing techniques have used different algorithms and
strategies to forecast different types of data. Some techniques
have been used for stationary data, while others are used for
univariate data. Moreover, a majority of existing techniques
are used to forecast a specific crime and focus on short-term
prediction. In this study, the data are made stationary, and
autocorrelation is used to find the correlation of lagged
values. .e proposed technique applies RNN along with
LSTM to avoid the exploding gradient and vanishing gra-
dient problems.

4. Methodology

.is section describes the methods for data collection,
preparation of the dataset, model testing, and training. .e
dataset is collected from the official website of Philadelphia
crime [34] through the API. .e dataset contains infor-
mation on different kinds of violent crime from 2006 to
2016. .e crime time and location information are used to
forecast short- and medium-term crimes.

Figure 3 depicts the methodology used in this research
for the violent crime dataset. First, data preprocessing is
applied to transform raw data into clean data.

Data preprocessing includes removing unnecessary at-
tributes, filling empty cells, and adding multiple related
features. Data cleaning is employed to remove erroneous
values. .is is the most important and challenging part to
achieve high accuracy..e features which containmore than
60% missing values are dropped since they are not helpful
for further analysis. Moreover, outliers and duplicate values
are filtered out. In the next step, data are standardized and
normalized for further analysis.

Dimensionality reduction techniques reduce the high-
dimensional data to low-dimensional data. In this study, we
have applied the principal component analysis (PCA)
method which provides linear mapping based on an ei-
genvector search. PCA provides different approaches to
reduce the feature space dimensionality [35, 36]. In this
study, the dataset is split into 70 : 30 ratio, i.e., 70% of the
data is used for training, while 30% is used for the testing
purpose.

.e most important step in the workflow is choosing an
appropriate model. Time series algorithms are used to
predict the number of offenses that may occur in the next
few years. Time series forecasting can be applied to time-
dependent values. In this work, classical statistical methods
are used along with machine learning techniques. Next, data
exploration techniques are applied to understand the hidden
insights of the dataset. Visualizations of a dataset are per-
formed to find the trends and seasonality patterns in the data
without transforming or changing the dataset.

Figure 4 illustrates the raw data visualization in the order
of total crime occurrences from the observed data on a daily,
monthly, and yearly basis, respectively. Crime data are
plotted as a time series along the X-axis and the number of
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crime occurrences on the Y-axis. .e crime rate was
gradually decreasing from 2007 to 2010. However, from 2011
to 2016, the violent crime was oscillating. Figure 4(c) shows
the violent crime has a downward trend from the observed
data by year (2006 to 2016). From this insight, it is hy-
pothesized that the raw visualization of these data is dis-
tributed evenly over the days, but the trend is going down in
monthly and yearly data. Crime occurrences by day, month,
and year have a clear trend along with seasonal variations in

a dataset..ere are many variations present in the daily data;
thus, crime data are resampled in monthly data to apply the
time series algorithms.

For time series analysis, data must be in a stationary form
which means the series should be without trend and with
constant variance, mean, and covariance over time. If the
data are in the nonstationary form, then they are unpre-
dictable and cannot be forecasted. Stationary data should
have a constant mean, variance, and covariance over time.

Data collection

Data preprocessing

Feature
extraction

Data
cleaning

Data conversion in time series

Check stationarity of time-series
data

Structured data

Training
dataset

ARIMA
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HW

RNN-LSTM

Crime prediction models
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Figure 3: Proposed methodology.
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Figure 4: (a) Daily violent crimes, (b) monthly violent crimes, and (c) yearly violent crimes from 2006 to 2016.
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.e data exploration shows that crime data are nonsta-
tionary. .erefore, the data need to be converted into a
stationarity form to forecast the crimes.

Data were made stationary using rolling statistics mean
and augmented Dickey–Fuller (ADF). Rolling statistics
mean can be applied to moving mean or moving standard
deviation at any instant time t. .is was applied for the t-
statistic, p value, lags, and the number of observations. .e
differencing technique is employed through first-order
differencing (d � 1) on crime data to make data stationary
on mean to remove the trend. .e variance of the data
should also be stationary to obtain reliable forecasts using
different forecasting models. .is test identifies whether the
data consist of a unit root feature that has a severe impact on
statistical inference. .e unit root test determines the
strength of a time series by trend. Many actual datasets are
too complex to be captured by simple autoregressive models.
Dickey–Fuller test is built on linear regression and is the
easiest way to detect the unit root.

In this study, the ADF test is applied to the raw crime
data.We applied the difference of lag 1 on the raw crime data
where the series is not having a longer trend. Moreover, a
difference of lag 12 on raw data is applied to see the trend by
removing the seasonality. A double-differencing technique is
used in which the series is differenced by lag 12 and then
differenced by lag 1. .is gives us a double-difference series
where there is no trend and seasonality.

.e data should also be stationary on the variance to
obtain reliable forecasts using ARIMA, SES, and HW
models. .erefore, the logarithm is taken to transform the
data to make them stationary on variance and to evaluate the
influence of seasonality. .e resultant integrated part of
ARIMA, SES, and HW is equal to one as the first difference
makes the series stationary.

Autocorrelation function (ACF) describes the correla-
tion between lagged values of any series at different times
[37]. ACF depicts the relationship between the present and
past values of the series. It considers time series components
such as seasonality, trend, cyclic, and residual to find
correlations.

Next, ACF is plotted on stationary crime data to identify
the presence of AR and MA components in the residuals
(Figure 5). ACF values are shown on a vertical axis which
ranges from −1 to 1..e horizontal axis illustrates the size of
the lag between the elements of the time series. Daily and
monthly ACF sample patterns determine the summarized
model processes. .e lag refers to the correspondence order.
In the daily ACF plot at lag 0, the correlation is 1..e reason
is the data are correlated with themselves. At a lag of 1, the
correlation is approximately −0.4. .ere are enough dotted
horizontal lines present that conclude residuals are not
random. .ere is a seasonal component present in the re-
siduals at the lag of 12, and information available can be
extracted by AR and MA models.

.e prediction methods were applied on univariate data
that require the least number of observations prior to
starting the models such as ARIMA, SES, HW, and RNN-
LSTM. For the parametrized ARIMA model, there are three
distinct integers (p, d, q), where p is for the AR model, q is

for the MA model, and d is for an integrated part. In the
ARIMA, a model fits the importance of the parameters with
a certain number of parameters and tests. .is means
whether the parameters are expressed in unit roots (null
hypothesis) or not (alternative hypothesis). .e standards
such as t-statistics and P value are used to evaluate the
importance of the parameters considered for the model [38].
We have used (p � 1, q � 1, d � 0) to fit the ARIMA model
based on ACF results. In SES, the values of the data series are
analyzed without trends and seasonality. .e stationary data
have been used to apply on SES. On the contrary, HW data
values are forecasted with trends as well as seasonality. .ere
occur some significant jumps in a few successive time points.
After applying SES and HW, the amplitude of fluctuations
varies based on the nature of data [39].

Lastly, LSTM is employed along with the RNN as the
building unit or extension of the RNN. LSTM can read,
write, and delete information or can retain information in its
memory. RNN is applied along with LSTM to avoid the
exploding gradient and vanishing gradient problem. RNN
uses short-termmemory where LSTM is working like a gated
cell in the form of sigmoid ranging from 0 to 1 which can
help backpropagation and keep the gradient steep, so the
training is short and accuracy is high. RNN is used to handle
the sequence-dependent variables of daily and monthly
violent crimes..e normalization technique is applied to the
data to make them uniform. LSTM for regression with time
steps is applied on the violent crime in which the previous
time step is taken in the series as the input to forecast the
output at the next time step..is process is applied by setting
the columns to be time-step dimension and changing the
values of dimension back to 1. In this method, mapping is
applied by finding the end of the data pattern, checking the
limits of sequence, and gathering input and output parts of
the pattern. .en, reshaping is done by taking the current
time (x � t) which is going to predict the value at the next
time in the sequence (y � t + 1). .e network is trained with
100 epochs, 1 batch size, and 2 verbose.

5. Results and Discussion

.e time-series prediction techniques have been applied and
compared to evaluate the effectiveness and efficiency. In
order to perform regression tasks and their validation, the
crime data are divided into training and testing data. .is
study is conducted by using a univariate data structure
where UCR_General is the variable used against Dis-
pach_Date_Time. UCR_General is the criminal code that is
classified into violent crime and property crime.

.ere exist several ways to measure the accuracy of the
forecasting method. For the regression problem, MAPE
(equation (4)) and RMSE (equation (5)) are used as error
metric measurements. Both MAPE and RMSE are used to
evaluate modeling capabilities as well as predictive ability.
Any forecast with the MAPE value ≤10% is observed as
highly accurate. .e value between 10 and 20% is considered
good, while 21−50% is supposed to be reasonable. .e value
greater than 50% is considered inaccurate forecasting [40].
In this study, the MAPE value obtained is less than 10%..e
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RMSE value can range from 0 to +∞, where 0 is the best
value and indicates no difference between the values of the
modeled and observed data.
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Figure 5: (a) Daily ACF and (b) monthly ACF in time series.
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Figure 6: Actual and observed values for daily violent crimes by different models. (a) ARIMA model. (b) HW model. (c) SES model.
(d) RNN model.

Security and Communication Networks 7



(Figures 6 and 7). Each graph represents the number of
crime events related to a particular aspect. .e trends
depict the actual and expected values for daily and
monthly crimes by using different time series models.
Figure 6 shows the fluctuated series obtained for crimes
through a different model. .is figure demonstrates the
original and predicted values for daily violent crimes by
using different models. .ere are a number of offenses in
differing amounts and intervals of time. .e violent crime
increases in the middle of the day and descends in the
evening of the day. .ere is a downward trend component
in daily crimes from 2013 to 2016 period.

Figure 7 depicts the result of the monthly violent crime
using different models. .ere is a series of offenses to dif-
ferent extents and time frames. Violent incident headlines
are made on a regular basis in Philadelphia, and the violent
crime spikes in summer [28]. .e crimes ascend in months
of summer (June, July, and August) and descend in months
of winter..ere is a downward trend component in monthly
crimes that have come down around 2016.

Table 1 provides more details about error metrics for
daily and monthly crimes. RNN-LSTM has much better
performance than the ARIMA, SES, and HW for daily and
monthly crime forecast. LSTM using RNN has a higher
forecasting accuracy and the lower gap from other models
between training and testing errors. .e proposed method is
useful and can be easily applied to the time-series regression
problems.

6. Conclusion

.e purpose of this study was to develop a time series model
using statistical model experimentation and predict the daily
and monthly violent crime in Philadelphia. .is study
performs the comparative analysis of predictive models
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Figure 7: Actual and observed values for monthly violent crimes by different models. (a) ARIMA model. (b) HW model. (c) SES model.
(d) RNN model.

Table 1: Error metric measurements: a performance comparison of
daily and monthly violent crimes.

Model
Daily violent

crime
Monthly violent

crime
RMSE MAPE RMSE MAPE

ARIMA model 201.96 81.84 583.09 6.90
HW model 40.60 17.39 536.51 7.20
SES model 39.60 16.37 973.01 13.28
RNN-LSTM model 13.42 4.75 18.42 6.03
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based on RMSE and MAPE values. RNN-LSTM has
achieved better results than the other models with the values
of RMSE 4.75 and MAPE 13.42. .e RNN-LSTM model has
a higher forecasting accuracy and a lower gap from other
models between training and testing errors..ese results can
help law enforcement agencies in decision-making. In the
future, we are interested to develop specific recommenda-
tions or targeted crime prevention strategies for different
crime prevention models. Moreover, we will perform the
scalability analysis and implement the proposed method for
different datasets.
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.e data used to support the findings of this study are in-
cluded within the article.
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