Output Feedback NCS of DoS Attacks Triggered by Double-Ended Events
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1.Introduction

Scholars have recently devoted much energy to studying network security and control stability of network systems against malicious attacks, including denial of service (DoS) attacks, replay attacks, and spoofing attacks. The research results on different types of network attacks can be obtained in the literature [1–5].

Among all kinds of network attacks, the DoS attack is considered the most likely type of network attack to impact the performance of NCS [6] significantly. In the past few years, the stability analysis of NCS under DoS attacks has been reported in the literature [7, 8]. Besides, because the event-triggered mechanism can be used to reduce the transmission of information without reducing the overall system performance, in recent years, more and more literature have used the event-triggered method to study the control stability of NCS under DoS attacks [9]. For example, in [6], the author, for the first time, investigated the stability analysis of event-triggered networked linear continuous-time systems under known pulse width modulation DoS attacks. Inspired by this work, the author proposes a more general DoS attack model in [10], in which the DoS attack signal is only constrained by DoS frequency and duration. Some extensions are also reported based on this idea, such as the dynamic output feedback controller [11] and distributed NCS [12].

An event trigger mechanism dependent on the Lyapunov function is proposed for nonlinear continuous systems in [13]. Eqtami et al. [14] use ISS’s technology to propose a self-triggering mechanism and a new event triggering mechanism for nonlinear discrete systems. A new event mechanism is proposed for nonlinear systems through Lyapunov in [15]. The asymptotic stability of the system is verified by using the distributed event trigger mechanism in [16], and the small gain theorem for the ISS-Lyapunov function [11] solved the resource consumption and resilient control strategy design of NCS subjected to malicious DoS attacks. In the presence of DoS attacks, the proposed system framework can still guarantee a strictly positive and lower bound on the event time. A system design framework is proposed for the output-based dynamic event trigger control...
(ETC) system under DoS attacks. De Persis and Tesi [17] studied the effective control strategy of nonlinear systems under a DoS attacks and provided the character of the maximum percentage of time that feedback information can be lost without causing feedback instability. It is based on the design of the event’s elastic control strategy, and the fixed pattern is used as an exact representation of the interval activity interval. The controller triggered by the event has made a clear representation of the minimum cross-sampling time of the controller. Su et al. [18] proposed incremental algorithms for rapidly evolving the network strategies, and the redundancy rules are further processed.

Focusing on defensive strategies against network attacks in cyberphysical system (CPS), Tian et al. [19] proposed both low- and high-interaction honeypots into CPS as a security management tool deliberately designed to be probed, attacked, and compromised. To improve the attack detection capability of content centric network (CCN), Xu et al. [20] presented an incremental diagram of the event’s elastic control strategy, and the fixed parameter R, and the proposed method can effectively detect DDos’ attacks in complex environments under a DoS attacks and provided the character of the robustness of the system becomes very good. The block diagram of \( H_{\infty} \) control is shown in Figure 1.

In addition, \( u \) is the output information of the controller, \( P \) is the controlled object, \( w \) is the external interference information, \( z \) is the information output of the object, \( y \) is the measured value, and \( K \) is the controller.

System objects are considered as follows:

\[
\begin{align*}
\dot{x}(t) &= A_{11}x(t) + B_{11}u(t) + B_{12}w(t), \\
z(t) &= C_{22}x(t) + D_{11}w(t) + D_{12}u(t), \\
y(t) &= C_{33}x(t) + D_{31}w(t) + D_{32}u(t),
\end{align*}
\]

where \( u(t) \in R^m \) is the input vector of the system, \( y(t) \in R^r \) is the measured output of the system, \( x(t) \in R^n \) denotes the state vector, \( z(t) \in R^p \) represents the control output of the system, and \( w(t) \in \mathcal{L}_2[0, \infty) \) represents the information of the disturbance signal. \( A_{11}, D_{32}, B_{11}, B_{12}, C_{33}, D_{12}, C_{22}, D_{11}, D_{12} \) is a fixed constant matrix.

For any \( \gamma > 0 \), if formula (3) contains the following properties:

1. If \( w(t) = 0 \), then the system is stable.
2. If the function \( \Phi(s) \) is used to represent the relationship between \( z(t) \) and \( w(t) \) by calculating the norm, we have

\[
\|\Phi(s)\|_{\infty} = \sup_{|s| \leq 1} \|z\|_2 \leq \gamma \|w\|_2.
\]

And, then it is equal to

\[
\int_0^\infty \gamma^2 w^T(t)w(t)dt \geq \int_0^\infty z^T(t)z(t)dt, \\
\forall w(t) \in \mathcal{L}_2[0, \infty).
\]

Then, system (5) has \( H_{\infty} \) performance \( \gamma \) [25].

Formula (5) is the ability of anti-interference to the outside world, so \( \gamma \) is called the suppression system to the outside world. The smaller the value of \( \gamma \) is, the better the control performance of the system will be.

2.3. Some Lemmas

**Lemma 1. (Jensen inequality).** For constant matrices \( W \in R^{m \times n}, \ W = W^T \geq 0, \ scalar \ 0 \leq r_1 \leq r_2, \) and vector-valued functions \( x: [-r_2, -r_1] \rightarrow R^n \). The following formula holds:

...
For the real matrix $\delta$, the following formula holds: $\delta\leq \Theta>0$. $X \Theta^{-1}X$. $\Theta>0$, $X$ and the given scalar $\delta$, the following formula holds: $\delta\Theta - 2\delta X \geq -X\Theta^{-1}X$.

3. Problem Description

In the current research results, most of the studies are completed under the assumption that the object can be measured. In the actual system, the information of the object cannot be measured directly, so the NCSs’ study of state feedback under the DoS attack of event-triggered mechanism cannot act on the system directly. Therefore, the NCSs’ research of output feedback under the DoS attack is critical.

3.1. System Description. The model of the system is as follows:

$$
\begin{align*}
\dot{x}(t) &= (A_{s} + \Delta A_{s}(t))x_{a}(t) + B_{a}\tilde{u}(t) + B_{w}w(t), \\
y(t) &= C_{a1}x_{a}(t), \\
z(t) &= C_{a1}x_{a}(t) + D_{a}\tilde{u}(t) + D_{a1}w(t), \\
x(t_{0}) &= x_{0},
\end{align*}
$$

where $\tilde{u}(t) \in R^{m}$ is the input vector, $x_{a}(t) \in R^{n}$ is the state vector, $w(t) \in L_{2}[0,\infty)$ is the interference signal, $y(t) \in R^{q}$ is the measured output, and $A_{s}, B_{a}, C_{a}, D_{a}, B_{w}, D_{a1}$ is the constant matrix with appropriate dimension.

$\Delta A_{s}(t)$ matrix is an uncertain matrix and must satisfy the condition of (8):

$$
\Delta A_{s}(t) = DF(t)E,
$$

where $D$ and $E$ is a fixed constant matrix and $F(t)$ is a time-varying unknown matrix with respect to time $t$ is Lebesque and satisfies $F^{T}(t)F(t) \leq I$.

To improve the anti-interference ability of the system in the network, save the limited network resources, and apply the network model attacked by DoS to the control system, the system structure block diagram is shown in Figure 2.

3.2. Establishment of DoS Attack Model. Consider a general attack model that limits the actions of attackers only by limiting the frequency and duration of DoS attacks. It is a kind of periodic network interference signal with energy constraint in the form of pulse width modulation (PWM). Its specific expression is as follows:

$$
P_{\text{DoS}}(t) = \begin{cases} 
0, & t \in [(n-1)T, (n-1)T + T_{\text{off}}), \\
1, & t \in [(n-1)T + T_{\text{off}}, nT),
\end{cases}
$$

where $n \in N$ is a periodic natural number, $T \in R_{>0}$ is an attack period, $T_{\text{off}} \in R_{>0}$($T_{\text{off}} < T$) is the zero boundary point of DoS attack and non-DoS attack, and $T_{\text{off}} < T_{\text{off}} < T < \infty$. The interval of the network system that is not attacked by DoS is $[(n-1)T, (n-1)T + T_{\text{off}})$, and the interval of the network system that is attacked by DoS is $[(n-1)T + T_{\text{off}}, nT)$.

3.3. Establish a Double-Ended Elastic Event Trigger Mechanism. In view of the situation that the controlled object cannot be measured directly, we propose a two-terminal elastic event trigger mechanism which depends on the information of the object and the controller, which can enhance the anti-interference ability of the system and reduce the amount of data transmitted in the network channel at the same time.

The latest sensor trigger time is expressed by $b_{k}h$, and $b_{k+1}h$ is used to indicate the next trigger time. If there is no DoS attack, the elastic trigger conditions on the sensor side are

$$
b_{k+1}h = b_{k}h + \min_{q \in N} \{qh|\{y(b_{k}h) - y(b_{k}h + qh)\}^{T}W_{y} \cdot [y(b_{k}h) - y(b_{k}h + qh)] \leq \xi_{y}(t)y^{T}(b_{k}h)W_{y}y(b_{k}h)\},
$$

where $\xi_{y}(t)$ is used to represent the threshold function and $W_{y} > 0$ is used to represent the matrix that needs to be solved, and at the same time, it must satisfy

$$
\dot{\xi}_{y}(t) = \frac{1}{\xi_{y}(t)} \left[ \frac{1}{\xi_{y}(t)} - \delta_{s} \right] [y(b_{k}h) - y(b_{k}h + qh)]^{T}W_{y} \cdot [y(b_{k}h) - y(b_{k}h + qh)],
$$

where $\delta_{s} \geq 1$ is the known constant, $y(b_{k}h + qh)$ the sampling state of the current time, and $y(b_{k}h)$ shows the latest state of the event trigger.

If there is a DoS attack, the trigger condition of the sensor-side trigger will be defined as
According to the duration of ZOH, it is finally divided into segments $h$:

\[
\begin{align*}
\lambda_{k,n} &= b_{k+1} - b_k - 1. \\
\end{align*}
\]

In addition, $t_{0,n} = (n-1)T (h < T)$ and $c (n) = \sup \{ k \in N | t_{k,n} - nh \leq (n-1)T + T^{\text{min}}_{\text{off}} \}$. For $k \in c (n), n \in N$, $\lambda_{c,n} = \inf \{ m \in N | t_{k,n} + mh \geq t_{k+1,n}h \geq nT \}$:

\[
\begin{align*}
C_{1,n} &= \{(n-1)T, (n-1)T + T_{\text{off}}, \emptyset (n) = \{0, 1, \ldots, k(n)\}, \\
C_{2,n} &= \{(n-1)T + T_{\text{off}}, nT\}, Q_{k,n}^l = \{t_{k,n}, t_{k+1,n}\}h, k \in \emptyset (n),
\end{align*}
\]

The combination of (18)–(20) can be described as follows:

\[
C_{1,n} = \bigcup_{k=0}^{c(n)} \{Q_{k,n}^l \cap C_{1,n}\} \subseteq \bigcup_{k=0}^{c(n)} Q_{k,n}^l.
\]

Let $\psi_k^m = Y_k^m \cap C_{1,n}, \text{i.e.}, C_{1,n} = \bigcup_{k=0}^{c(n)} \bigcup_{m=1}^{\lambda_{k,n}} \psi_k^m$.

Define the function, $\eta (t) = t - (b_{k,n} - b_k + h), t \in \psi_k^m, \text{i.e.,}$

\[
\eta (t) =
\begin{align*}
&\begin{cases}
  t - b_{k,n}h, & t \in \psi_k^1, \\
  t - (b_{k,n}h + h), & t \in \psi_k^2, \\
  \vdots & \\
  t - (b_{k,n}h + \lambda_kh), & t \in \psi_k^{\lambda_k-1},
\end{cases}
\end{align*}
\]

where $\tau \leq \eta (1) \leq \eta (t) \leq \eta (2) = h + \tau$, $\eta (t) = 1, t \in \psi_k^m$.

The set of real-time update times of the feedback forward channel zero-order holder will be expressed as $\{r, t_{1,n}, t_{2,n}, \ldots\}$, where $t_{k,n} = b_{k,n}h + r$. According to the relevant properties of ZOH, the input information of output feedback is

\[
\tilde{y} (t) = y (b_{k,n}h), t \in \psi_k^m
\]

The control input of the controlled plant (7) is

\[
\tilde{u} (t) = u (\tilde{a}_{k,n}h), t \in \psi_k^m
\]
system (30) can be simplified as follows:

\[ x(t) = y(b_h h) - y(b_h h + l_h h), \quad t \in \psi^m. \quad (25) \]

According to formulas (22), (23), and (25), the controller inputs as

\[ \bar{y}(t) = y\left(b_k h\right) = [e_y(t) + y(t - \eta(t))], \quad t \in \psi^m. \quad (26) \]

(2) Define the function:

\[ e_u(t) = u\left(b_k h\right) - u\left(b_k h + l_k h\right), \quad t \in \psi^m. \quad (27) \]

According to formulas (22), (24), and (25), the control input of the controlled object (7) is

\[ \bar{u}(t) = u\left(b_k h\right) = e_u(t) + u(t - \eta(t)), \quad t \in \psi^m. \quad (28) \]

The feedback controller for output dynamics is

\[
\begin{align*}
\dot{x}(t) &= A_x x(t) + A_{c,d} x(t - \eta(t)) + B_c y(t), \\
\dot{x}(t) &= A_x x(t) + A_{c,d} x(t - \eta(t)) + B_c y(t), \\
\dot{y}(t) &= A_{c,d} x(t) + K x(t), \\
\end{align*}
\]

(29)

where \( \bar{y}(t) \) is the input vector of dynamic output feedback, \( u(t) \) is the output vector, and \( x(t) \) is an \( R^n \) matrix which is the matrix with a proper dimension of the state vector \( A_x, A_{c,d}, K, B_c \).

In the same timing, the input \( \bar{u}(t) \) of (29) is substituted into model (7), and the input \( \bar{y}(t) \) of (26) is brought into (29). The final closed-loop model is

\[
\begin{align*}
\dot{x}(t) &= A_x x(t) + A_{c,d} x(t - \eta(t)) + B_c \bar{y}(t), \\
\dot{y}(t) &= A_{c,d} x(t) + K x(t), \\
\end{align*}
\]

(30)

In order to facilitate the analysis, this chapter introduces the switching signal:

\[ \psi(t) = \begin{cases} 1, & t \in [-h, 0] \cup \bigcup_{m \in N} C_{1,n}, \\
2, & t \in \bigcup_{m \in N} C_{2,n}. \end{cases} \quad (31) \]

For \( \psi(t) = i \in \{1, 2\} \) and \( \eta \in N \), define

\[ t_{i,n} = \begin{cases} (n - 1)T, & i = 1, \\
(n - 1)T + T_{\text{off}}^1, & i = 2. \end{cases} \quad (32) \]

Let \( C_{1,n} = [t_{i,n}, t_{i,n+1 - i}], \quad \psi(t_{i,n}) = i, \quad \psi(t_{i,n+1}) = 3 - i. \)

Based on the set switching signal \( \psi(t) \), the closed-loop system (30) can be simplified as follows:

\[
\begin{align*}
\dot{\xi}_{i_1}(t) &= A_1 \xi(t) + A_{21} \xi(t - \eta(t)) + B_{11} e_y(t) + B_{12} e_u(t) + B_\omega w(t), \\
\dot{\xi}_{i_2}(t) &= A_2 \xi(t) + A_{22} \xi(t - \eta(t)) + B_{11} e_y(t) + B_{12} e_u(t) + B_\omega w(t), \\
\dot{z}(t) &= C_{10}^1 \xi(t) + D_{11} w(t) + D_{12} e_u(t) + D_\omega K \xi(t - \eta(t)), \\
x(t_0) &= x_0, \\
\end{align*}
\]

(33)

where

\[
\begin{align*}
D_{11} &= D_\omega, \\
D_{2a} &= 0, \\
B_{22} &= 0, \\
C_{a1} &= \begin{bmatrix} C_{a1} & 0 \end{bmatrix}, \\
\epsilon(t) &= \begin{bmatrix} x_u(t) \\
x_c(t) \end{bmatrix}, \\
B_\omega &= \begin{bmatrix} B_\omega \end{bmatrix}, \\
B_1 &= \begin{bmatrix} 0 \\
B_\epsilon \end{bmatrix}, \\
B_2 &= \begin{bmatrix} 0 \\
B_a \end{bmatrix}, \\
A_1 &= \begin{bmatrix} A_a + \Delta A_a(t) & 0 \\
0 & A_c \end{bmatrix}, \\
A_2 &= \begin{bmatrix} 0 & B_a K \\
B_c A_a & A_{c,d} \end{bmatrix}, \\
A_2 &= \begin{bmatrix} 0 & 0 \\
B_c A_a & A_{c,d} \end{bmatrix}. \\
\end{align*}
\]
4. Stability Analysis of Closed-Loop System

Through the LMI method and the related theory of Lyapunov, aiming at whether the networked control system is attacked by DoS or not in the unmeasurable state, based on the proposed two-terminal elastic event trigger mechanism, the exponential stability of the system is proved.

**Theorem 1.** For a given state gain matrix \( K \) and interference signal \( P_{\text{DoS}}(t) \) (9), the parameters \( T \) and \( T_{\text{off}} \) are known. Consider system (33), for the known positive scalar \( \alpha_i, h > 0 \) and \( \gamma > 0 \) and the double-ended elastic event trigger parameter \( 0 < \delta_y < 1 \) and \( 0 < \delta_u < 1 \), if there is a positive definite matrix \( W_{\alpha}, W_{\gamma}, P_{\gamma}, Q_{\gamma}, R_{\gamma}, \) and the matrix \( M_{i}, N_{i}, S_{i}, i \in \{1, 2\}, \) while satisfying the following conditions

\[
\sum_{i} = \begin{bmatrix}
\Pi_{11}^i & * & * & * & * \\
\sqrt{h} N_i^T & Y_{22}^i & * & * & * \\
\sqrt{h} S_i^T & 0 & Y_{33}^i & * & * \\
\sqrt{h} M_i^T & 0 & 0 & Y_{44}^i & * \\
\sqrt{h} R_i A_i & 0 & 0 & 0 & Y_{55}^i \\
\sqrt{h} Z_i A_i & 0 & 0 & 0 & 0 & Y_{66}^i
\end{bmatrix} < 0, \quad i = 1, 2,
\]

\( \Pi_{11}^i = \Phi_{1i} + \Phi_i + \Phi_i^T, \)

\( Y_{22}^i = \gamma_{33}^i \)

\( Y_{44}^i = -e^{2(-1)^i \alpha_i h} Z_i, \)

\( \lambda_1 = 1, \)

\( \lambda_2 = 0, \)

\( Y_{55}^i = -R_i, \)

\( Y_{66}^i = -Z_i, \)

(35)

then along the system trajectories (4)–(21), for any \( n \in N \), there are

\[
V_i(t) \leq e^{2(-1)^i \alpha_i ((t-t_{i,n})} V_i(t_{i,n}), \quad t \in [t_{i,n}, t_{i,n+1-1}]. \quad (36)
\]

**Proof.** Select the following time-varying Lyapunov functions:

\[
V_{\psi(t)}(t) = e^{T}(t)P_{\psi(t)}(t) + \int_{t-h}^{t} e^{T}(s)\exp(\bullet)Q_{\psi(t)}\psi(s)ds
\]

\[
+ \int_{t-h}^{t} e^{T}(s)\exp(\bullet)R_{\psi(t)}\psi(s)ds
\]

\[
+ \frac{1}{2}\eta^2(t) + \frac{1}{2}\alpha^2_n(t).
\]

(37)

When \( P_{\psi(t)} > 0, R_{\psi(t)} > 0, Q_{\psi(t)} > 0, Z_{\psi(t)} > 0, \alpha_{\psi(t)} > 0, \) and \( \exp(\bullet) = e^{2(-1)^i \alpha_i h} \) are given, for any \( k \in \emptyset(n), n \in N \), when \( \psi(t) = 1 \), calculate the derivative \( V_1(t) \) at \( t \in Q_{k,n} \cap C_{1,n} \):

\[
\dot{V}_1(t) \leq -2\alpha_1 V_1(t) + 2\alpha_1 e^T(t)P_1\psi(t) + 2e^T(t)P_1\dot{\psi}(t) + e^T(t)Q_1\psi(t)
\]

\[
- e^T(t-h)e^{-2\alpha_1 h}Q_1\psi(t-h) + h e^T(t)(R_1 + Z_1)\dot{\psi}(t)
\]

\[
- \int_{t-h}^{t} \dot{\psi}^T(s)e^{-2\alpha_1 h}Z_1\dot{\psi}(s)ds - \int_{t-h}^{t} \dot{\psi}^T(s)e^{-2\alpha_1 h}R_1\dot{\psi}(s)ds
\]

\[
+ 2\dot{e}^T(t)M_1\left[\psi(t) - \psi(t-h) - \int_{t-h}^{t} \dot{\psi}(s)ds\right]
\]

\[
+ 2\dot{e}^T(t)N_1\left[\psi(t) - \psi(t-\eta(t)) - \int_{t-\eta(t)}^{t} \dot{\psi}(s)ds\right]
\]

\[
+ 2\dot{e}^T(t)S_1\left[\psi(t-\eta(t)) - \psi(t-h) - \int_{t-h}^{t-\eta(t)} \dot{\psi}(s)ds\right]
\]

\[
- \int_{t-h}^{t-\eta(t)} \dot{\psi}^T(s)e^{-2\alpha_1 h}R_\psi(s)ds + \dot{\psi}(t-\eta(t))\dot{\psi}(t) + \dot{\psi}(t-\eta(t))\dot{\psi}(t), \quad t \in Q_{k,n} \cap C_{1,n}.
\]

(38)
According to the literature [25], we can obtain

\[ -2\hat{e}^T(t)M_1 \int_{t-h}^{t} \hat{e}(s)ds \leq \hat{h}e^T(t)M_1 e^{2\alpha h}Z_1^{-1}M_1^T\hat{e}(t) + \int_{t-h}^{t} \hat{e}^T(s)e^{-2\alpha h}Z_1\hat{e}(s)ds, \]  

\[ -2\hat{e}^T(t)N_1 \int_{t-\eta(t)}^{t} \hat{e}(s)ds \leq \hat{h}e^T(t)N_1 e^{2\alpha h}R_1^{-1}N_1^T\hat{e}(t) + \int_{t-\eta(t)}^{t} \hat{e}^T(s)e^{-2\alpha h}R_1\hat{e}(s)ds, \]  

\[ -2\hat{e}^T(t)S_1 \int_{t-h}^{t-\eta(t)} \hat{e}(s)ds \leq \hat{h}e^T(t)S_1 e^{2\alpha h}R_1^{-1}S_1^T\hat{e}(t) + \int_{t-h}^{t-\eta(t)} \hat{e}^T(s)e^{-2\alpha h}R_1\hat{e}(s)ds. \]  

The simplified expressions of the two-terminal elastic event-triggering mechanisms (10)–(13) and trigger functions (23) and (28) can be obtained from the same time sequence \( \nu^m_k \) of the input \( \bar{y}(t) \) of equation (23) and the object input \( \bar{u}(t) \) of (28):

\[ \frac{1}{\xi_y(t)} \hat{e}(t)W_\gamma \hat{e}(t) = [\hat{c}_y(t) + y(t - \eta(t))]W_\gamma \hat{e}(t), \quad t \in \mathcal{Q}_{k,m}^h \cap \mathcal{C}_{1,m}. \]  

\[ \frac{1}{\xi_y(t)} \hat{e}(t)W_\gamma \hat{e}(t) \leq \begin{bmatrix} 1/\xi_y(t) - \delta_y \end{bmatrix} \hat{e}(t)W_\gamma \hat{e}(t) \leq \frac{1}{\xi_y(t)} \hat{e}(t)W_\gamma \hat{e}(t), \quad t \in \mathcal{Q}_{k,m}^h \cap \mathcal{C}_{1,m}. \]  

Combining formulas (38)–(41), (43), and (45),

\[ V_1(t) \leq -2\alpha_1 V_1(t) + \chi^T(t) \left[ \Pi_{111} + hN_1 e^{2\alpha h}R_1^{-1}N_1^T \right. \]  

\[ + hM_1 e^{2\alpha h}Z_1^{-1}M_1^T + hS_1 e^{2\alpha h}R_1^{-1}S_1^T \]  

\[ + h\overline{A}_1^T \left( R_1 + Z_1 \right) \overline{A}_1 \right] \chi(t), \]

where \( \chi(t) = \{ \epsilon(t), \epsilon(t - \eta(t)), \epsilon(t - h), e_\gamma(t), e_u(t), \omega(t) \} \).

Apparently,

\[ V_1(t) = \tilde{V}_1(t) + y^T(t)\omega(t) - \epsilon(t) - z(t)\zeta(t - h) \]  

\[ - \epsilon(t) - z(t)\zeta(t). \]

The \( \zeta(t) \) of (29) in the closed-loop system is brought into (47) to obtain (48):

| \Phi_{11} | \begin{bmatrix} P_{11} & 0 & 0 & \cdots & 0 \\ 0 & 0 & -e^{-2\alpha h}Q_1 & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \end{bmatrix} | \begin{bmatrix} P_{11} & 0 & 0 & \cdots & 0 \\ 0 & 0 & -e^{-2\alpha h}Q_1 & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \\ 0 & -e^{-2\alpha h}W_\gamma & W_\gamma & \cdots & 0 \end{bmatrix} |
By using Shur Lemma, the following results are obtained:

\[ \Pi_1' + hN_1e^{\alpha h}R_1^{-1}N_1' + hM_1e^{\alpha h}Z_1^{-1}M_1' + hS_1e^{\alpha h}R_1^{-1}S_1' + h\overline{A}_1'(R_1 + Z_1)\overline{A}_1 < 0. \]  

(49)

On the contrary, when \( t \in [t_2,n, t_1,n+1) \), the same result is obtained:

\[ \dot{V}_2(t) \leq 2\alpha_2V_2(t) + \chi^T(t)\left[ \Pi_2' + hN_2R_2^{-1}N_2' + hM_2Z_2^{-1}M_2' + hS_2R_2^{-1}S_2' + h\overline{A}_2'(R_2 + Z_2)\overline{A}_2 \right] \chi \]

\[ - \left( t \right) + y^T\left( t \right)\omega\left( t \right) - Z^T(t)z(t), \]

\[ \Phi_{21} = \begin{bmatrix} P_2A_1 + A_1^TP_2 + 2\alpha_2P_2 + Q_2 + C_{al}^*C_{al} & * & * & * & * \\ 0 & 0 & -Q_2 & * & * \\ B_1^TP_2 & W_yC_a & 0 & W_y - \delta_yW_y & * & * \\ 0 & W_aK & 0 & 0 & H_{552} & * \\ \overline{B}_uP_2 + D_{al}^*C_{al} & 0 & 0 & 0 & 0 & D_{al}^*D_{al} - \gamma^2 \end{bmatrix} \]

5. Design of \( H_\infty \) Dynamic Output Feedback Controller

Theorem 3. For the given matrix \( K \) and pulse width interference signal \( P_{DoS}(t) \) (9), the sequence \( \{nt\}_{n \in \mathbb{N}} \) and parameters \( T \) and \( T_{\text{off}} \) are known. Considering series (33), for the known positive scalar, \( \alpha_i, h > 0, \gamma > 0,\gamma_n (n = 1,2,3,4,5) \) and, double-ended elastic event trigger parameter, \( 0 < \delta_y < 1 \) and \( 0 < \delta_n < 1 \). If it exists in the positive definite matrix, \( W_o, W_y, P_o, Q_i, R_i, Z_i, X, \) and \( Y \) and the matrix \( \overline{M}_i, \overline{N}_j, \overline{S}_i, \quad i \in [1,2], Z = \begin{bmatrix} X & * \\ I & Y \end{bmatrix} > 0 \), which is satisfied at the same time:

\[ \tilde{\Theta}_1 = \begin{bmatrix} \overline{\Pi}_i & 0 & 0 & 0 & 0 \\ \sqrt{h}\overline{N}_i & \overline{Y}_{i,1} & * & * & * \\ \sqrt{h}\overline{S}_i & 0 & \overline{Y}_{i,3} & * & * \\ \sqrt{h}\overline{R}_i & 0 & 0 & \overline{Y}_{i,44} & * \\ \sqrt{h}\overline{Z}_i & 0 & 0 & 0 & \overline{Y}_{i,55} \\ \sqrt{h}\overline{A}_i & 0 & 0 & 0 & 0 \end{bmatrix} < 0, \quad i = 1,2. \]

Then, the closed-loop system (33) is globally exponentially stable under the double-ended elastic event trigger.
mechanism (11) to (23). Also, the gain matrix of the output feedback controller (29) can be calculated as follows:

\[ A_c = N^{-1} (\Lambda_2 - Y A_a X) (I - Y X)^{-1} N, \]
\[ B_c = N^{-1} \Lambda_1, \]
\[ K = \Lambda_3 (I - Y X)^{-1} N, \]
\[ A_{cd} = N^{-1} (\Lambda_4 - \Lambda_1 C_a X - Y B_a \Lambda_3) (I - Y X)^{-1} N. \]

_Proof_. The matrix \( P \) is decomposed into

\[ P_i = \begin{bmatrix} Y & * \\ N^T & N^T (Y - X^{-1})^{-1} N \end{bmatrix}, \quad i = 1, 2, \quad (54) \]

using Lemma 1

\[ \bar{\Theta}_1 = \Omega^T \Theta_1 \Omega < 0, \quad i = 1, 2, \]
\[ \bar{\Phi}_1 = \begin{bmatrix} \Pi_{11}^i & * & * & * & * \\ \sqrt{h} N_{11}^T & \mathcal{F}^i_{22} & * & * & * \\ \sqrt{h} S_{11}^T & 0 & \mathcal{Y}^i_{33} & * & * \\ \sqrt{h} M_{11}^T & 0 & 0 & \mathcal{Y}^i_{44} & * \\ \sqrt{h} R_{11}^T & 0 & 0 & 0 & \mathcal{Y}^i_{55} \\ \sqrt{h} Z_{11} \bar{A}_i & 0 & 0 & 0 & \mathcal{Z}_{66} \end{bmatrix}, \]
\[ \bar{\Theta}_2 = \begin{bmatrix} \Pi_{11}^i & * & * & * & * \\ \sqrt{h} N_{22}^T & \mathcal{Y}^i_{22} & * & * & * \\ \sqrt{h} S_{22}^T & 0 & \mathcal{Y}^i_{33} & * & * \\ \sqrt{h} M_{22}^T & 0 & 0 & \mathcal{Y}^i_{44} & * \\ \sqrt{h} R_{22}^T & 0 & 0 & 0 & \mathcal{Y}^i_{55} \\ \sqrt{h} Z_{22} \bar{A}_i & 0 & 0 & 0 & \mathcal{Y}^i_{66} \end{bmatrix}, \]
\[ \bar{\Phi}_2 = \bar{\Phi}_1 + \bar{\Phi}_1^T, \]
\[ \mathcal{Y}^i_{22} = \mathcal{Y}^i_{33} = -Z e^{2(1-y) \omega a_h h} R_i Z, \]
\[ \mathcal{Y}^i_{44} = -Z e^{2(1-y) \omega a_h h} Z_i Z, \]
\[ \lambda_1 = 1, \]
\[ \lambda_2 = 0, \]
\[ \bar{\Phi}_{11} = \begin{bmatrix} P_{11} & * & * & * & * \\ Y_1^T A_{11} P_1 Y_1 + Y_1^T K^T D_a C_{a1} Y_1 & * & * & * & * \\ 0 & * & * & * & * \\ B_{11}^T P_1 Y_1 & Y_1^T W_\gamma C_a Y_1 & 0 & Y_1^T (W_\gamma - \delta_\gamma W_\gamma) Y_1 & * \\ D_a C_{a1} Y_1 + B_{11}^T P_1 Y_1 & H_{52} Y_1 & 0 & 0 & H_{551} \\ R_{11}^T P_1 Y_1 + D_a C_{a1} Y_1 & D_a K Y_1 & 0 & 0 & 0 \end{bmatrix} \]
\[ \tilde{p}_{11} = Y_1^T(P_1A_1 + A_1^TP_1 + 2\alpha_1P_1 + C_{at}^T \cdot C_{at})Y_1 + \tilde{Q}_1, \]
\[ \tilde{Y}_{60} = -Z_1, \]
\[ \tilde{N}_t = Y_2^T\mathbf{N}_tY_2, \]
\[ \tilde{M}_t = Y_2^TM_tY_2, \]
\[ \tilde{S}_t = Y_2^TS_tY_2, \]
\[ H_{551} = \delta_uW_u + W_u + D_a^TD_a, \]
\[ \tilde{R}_t = Y_2^TR_tY_2, \]
\[ H_{221} = K^TW_uK + C_e^T W_yC_a + K^TD_a^TD_aK, \]
\[ H_{32} = W_uK + D_a^TD_aK, \]
\[ \Phi_1 = \begin{bmatrix} \tilde{M}_t + \tilde{N}_t & -\tilde{N}_t + \tilde{S}_t & -\tilde{M}_t - \tilde{S}_t \\ 0 & 0 & 0 \end{bmatrix}, \]
\[ \tilde{\alpha}_1 = [A_1 \ A_{12} \ 0 \ B_{11} \ B_{12} \ \tilde{\mathcal{B}_w}] \]
is a trigger parameter \(\delta\) of the controller. The gain matrix of the controller (53) can be obtained as follows:

\[
A_a = \begin{bmatrix}
0 & 0 & 1.0000 & 0 \\
0 & 0 & 0 & 1.0000 \\
-0.28 & 0.28 & -0.0043 & 0.0043 \\
0.28 & -0.28 & 0.0043 & -0.0043 \\
\end{bmatrix},
\]

\[
\Delta A_a = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 10/3 & 0 \\
0 & 0 & 0 & 10/3 \\
\end{bmatrix},
\]

\[
B_a = \begin{bmatrix}
0 & 0 & 1 \end{bmatrix}^T, 
\]

\[
B_w = \begin{bmatrix}
0.1 & 0.1 & 0.1 & 0.1 \end{bmatrix}^T, 
\]

\[
C_a = C_{al} = \begin{bmatrix}
1 & 1 & 1 \end{bmatrix}, 
\]

\[
D = \begin{bmatrix}
0.03 & 0 & 0 & 0.01 \\
0 & 0.03 & 0 & 0.01 \\
0 & 0 & 0.03 & 0 \\
0.01 & 0.01 & 0 & 0.01 \\
\end{bmatrix},
\]

\[
E = \begin{bmatrix}
0.01 & 0 & 0 & 0 \\
0 & 0.01 & 0 & 0 \\
0 & 0 & 0.01 & 0 \\
0 & 0 & 0 & 0.01 \\
\end{bmatrix},
\]

Because the eigenvalue of the system matrix \(\lambda_1 = \lambda_2 = 0, \lambda_3 = -0.0043 - 0.7843i,\) and \(\lambda_4 = -0.0043 + 0.7843i,\) the system is unstable without a controller.

In the following, this paper jointly designs the event trigger parameter \((\delta_a, W_y)\) and \((\delta_w, W_u)\) and the control parameter form of the event trigger state feedback, and the closed-loop system (33) is exponentially stable in periodic DoS interference attack.

Other parameter settings are as

\[
\begin{align*}
\mu_1 &= \mu_2 = 1.3, \\
\alpha_1 &= 0.2, \\
\alpha_2 &= 0.3, \\
h &= 0.01, \\
\delta_a &= \delta_w = 0.2, \\
T &= 3, \\
T_{\text{off}} &= 2.76, \\
g &= 50, \\
y_n &= 3(n = 1, 2, 3, 4, 5). \\
\end{align*}
\]

By using Matlab, the parameters of the two-terminal elastic event trigger mechanism (10), (12), (13), and (15) and the gain matrix of the controller (53) can be obtained as follows:

\[
K = \begin{bmatrix}
-2.3851 & 1.0982 & -5.1571 & -4.5684 \\
W_u &= 0.5605, \\
W_y &= \begin{bmatrix}
0.2083 & * & * & * \\
0.1025 & 0.0814 & * & * \\
-0.0406 & -0.0638 & 5.6805 & * \\
-0.1400 & 0.0447 & 0.1561 & 0.0239 \\
\end{bmatrix}, \\
\bar{A}_c &= \begin{bmatrix}
0.8126 & * & * & * \\
-0.2207 & -0.1238 & * & * \\
0.3849 & -0.1134 & 3.0924 & * \\
1.4208 & 0.5436 & 1.0843 & 0.0191 \\
\end{bmatrix}, \\
\bar{D}_t &= \begin{bmatrix}
0.4418 & * & * & * \\
0.3056 & -1.0061 & * & * \\
-0.4158 & -0.1509 & -3.9104 & * \\
1.1845 & 0.4818 & 0.0045 & 0.0548 \\
\end{bmatrix}.
\]

The internal initial condition system is given \(x_0 = [0.1 -0.1 -0.1 -0.04]^T,\) and the simulation time is assumed to be 40s. The state graph of DoS attack NCS based on output feedback is shown in Figure 3. Obviously, the system can have good stability through Theorem 3.

Figures 4 and 5 show the data trigger status of the controller and sensor side under the double-ended elastic event trigger mechanism designed in this chapter. The simulation results show that 120 data on the sensor side can meet the conditions of the elastic mechanism (10) and (12), and a total of 132 sampled data on the controller side meet the conditions of the elastic trigger mechanism (13) and (15).

A total of 300 data are required to be sent to the network, and the trigger interval must be 0.1 s. Therefore, after using the method of output feedback, the sensor has 134 data that can meet the conditions of the event mechanism.

As can be seen from Tables 1 and 2, compared with the two-terminal elastic event mechanism and periodic trigger mechanism proposed in this section, it is found that the controller and sensor side save 55.60% and 60.00% of resources, respectively, and the transmission cycle increases by 0.1273 s and 0.1400 s, respectively. Compared with the single-ended mechanism DoS attack in [28], the controller and sensor side save 4.67% and 55.60% resources, respectively, and the cycle changes are 0.0261 s and 0.1273 s, respectively. Therefore, the double-ended elastic event mechanism proposed in this section meets the performance requirements of the system very well, counteracts the known periodic DoS attacks, saves limited network resources, and improves the antijamming ability of the system.
In order to show the influence of the interference period $T$, this section also solves the following optimization problems for the time interval of different $T$ values $[0, 40]$: 

$$ I_{\text{off}}^{\min} = \min \{ I_{\text{off}}^{\min} | \text{satisfy} (4 - 40) \}. \quad (66) $$

In order to verify the influence of event trigger parameters $\delta_x$ and $\delta_u$ on system stability, Tables 3 and 4 are obtained.

To sum up, it can be concluded that (1) the system is stable; (2) the event trigger mechanism can reduce the traffic...
in the system; (3) the event-based output feedback controller does counteract the impact of periodic interference attacks.

7. Conclusion

Because the information of many objects cannot be directly monitored and there are DoS attacks in the network, this section studies the NCS under the output feedback of DoS attacks triggered by double-ended elastic events. First of all, this work proposes an elastic event trigger mechanism transmission scheme that depends on the information of the object and the controller, in order to reduce the burden of computing and communication and, at the same time, counteract the DoS interference attack imposed by the power-limited pulse width modulation (PWM) jammer. Secondly, based on the elastic event trigger mechanism and the DoS attack model, the closed-loop time-delay switching model of the system is established. IVhen, through LMI technology and Lyapunov knowledge, the stability criterion of $H_\infty$ is obtained, which contains the relationship among elastic event trigger mechanism, DoS attack, stability, and delay, and the sufficient conditions of dynamic output feedback controller and elastic event mechanism are obtained. Finally, through a numerical example, it is proved that the double-ended elastic event trigger mechanism designed in this work can not only counteract the impact of DoS attack interference and save network resources but also can better ensure the performance of the system.
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