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Zombie followers, a type of bot, are longstanding entities in Sina Weibo. Although the features and detection of zombie followers have
been extensively studied, zombie followers are continuously increasing in social networks and gradually developing into a large-scale
industry. In this study, we analyze the features of eight groups of zombie followers from different companies. )e findings indicate that
although zombie followers controlled by different companies vary greatly, some industries may be controlled by the same organization.
Based on the feature analysis, we use multiple machine learning methods to detect zombie followers, and the results show that zombie
follower groups with short registration time aremore easily detected.)e detection accuracy of zombie followers that have been cultivated
for a long duration is low. Moreover, the richer the feature sets, the higher the recall, precision, and F1 of their detection results will be.
Under a given rich feature set, the accuracy of the combined-group detection is not as high as that of the single-group detection. )e
random forest achieves the highest accuracy in both single- and combined-group detections, yielding 99.14% accuracy in the latter case.

1. Introduction

Sina Weibo is an online social network service, such as
Twitter and Facebook, and has nearly 516 million monthly
active users till December 2019 according to the fourth
quarter financial report of SinaWeibo [1]. Similar to the case
of other social media services, many misbehaving accounts
[2] exist in Sina Weibo, such as bots [3–5], trolls [6–8],
sockpuppets [9, 10], and compromised accounts [11, 12].
)e ultimate aim of such accounts that participate in social
networks is to cause disruption of the normal order.

Zombie followers [13–15], a type of bot [3, 4, 16], are
longstanding entities in Sina Weibo. )ey are often used to
spread malicious information, manipulate public opinion,
steal personal information, and so on [4, 17–19]. )ey not
only undermine users’ social credibility but also adversely
affect users’ network security and social environment
[15, 20, 21]. Researchers in the past have often focused on the
detection of zombie followers [15, 22]. )ey analyzed the
feature differences between zombie followers and normal

users, such as text features [23, 24], behavior features
[25, 26], or network structure features [27–29], and then
combined machine learning methods for zombie follower
detection [30, 31].

Although the features and detection of zombie followers
have been extensively studied, zombie followers are con-
tinuously increasing in online social networks and gradually
developing into an industry [26, 32]. We observed that
zombie followers on Sina Weibo are gradually moving to-
ward this trend and forming a large-scale ecosystem,
wherein the user can get many zombie followers for a small
cost. Previous studies have not analyzed the characteristics
of different zombie follower industries. Questions such as
will there be differences in the characteristics of zombie
followers from different sources and in the detection results
if the same detection method is used for zombie followers
with different characteristics have not been explored.
)erefore, the study of zombie followers’ ecosystem and
industry features will help us better understand and auto-
matically detect them.
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Present work. In this paper, we focus on the feature analysis
and detection of eight zombie follower groups. Herein,
zombie followers [15] are defined as malicious users that are
manipulated and maintained by programs. )ey imitate
human behaviors and influence normal social behaviors on
social networks.)e zombie follower industry [33] is defined
as a new black market formed by merchants engaged in the
production and sale of zombie followers. To analyze the
characteristics of the zombie follower industry, we investi-
gate various organizations engaged in the trading of zombie
followers on the Internet. Here, an organization or company
that provides sales of zombie followers is termed a zombie
follower company (hereafter, ZF company).

We collected eight zombie follower groups (each group
having more than 5,000 accounts) from different ZF com-
panies. Based on the collected data, our paper provides the
following three main contributions:

(1) We analyzed the basic features and content features
of zombie follower groups and found that zombie
follower companies always mass produce zombie
followers. Due to varying registration time and
service scope, those zombie followers usually have
different features.

(2) We study the interactive relationship between the
eight zombie follower groups. )e findings indicate
that some of the merchants selling zombie followers
are actually operated by the same organization.

(3) Finally, based on the study of the aforementioned
features of the zombie follower industry, we use
machine learning methods to detect the zombie
followers in a single group and in combination. In
the single-group detection, zombie followers with
short registration time are more easily detected. )e
detection accuracy of zombie followers that have
been cultivated for a long time declines. Moreover,
the richness of the feature set plays an important role
in the detection. )e richer the feature sets, the
higher the recall, precision, and F1 values will be.
Although the accuracy of the combined-group de-
tection is not as high as that of the single-group
detection, the random forest is the highest in both
detections, with 99.14% accuracy in the combined-
group detection.

2. Data Specification

)is section details the source of our dataset as well as the
settings of honeypot accounts and the data crawling process.

2.1. Data Source. On Weibo, the number of followers of
users often depends on the users’ influence. Driven by the
benefits of pan-entertainment and commercialization, users’
demand for zombie followers has grown, leading to a large-
scale purchase of zombie followers in the market. Based on
the investigation of the various advertisements on the In-
ternet to sell zombie follower services, the following main
sales channels can be found:

Weibo profile: some zombie followers leave sales ad-
vertisements with contact information on normal
users’ microblogs, while others mark such information
on their avatars and spread it by following normal
users.
Taobao shop: Taobao, a popular C2C platform in
China, has taken all efforts to stop illegal sales, but a
search using specific keywords can still lead one to the
sales of zombie follower services. )e stores offer
various packages and for each package, the basic in-
formation, quantity, and price of zombie followers are
explained on the product details page. Buyers can place
orders directly according to the instructions.
Search engine: when searching for keywords related to
the sales of zombie follower services on major search
engines, a series of related websites will appear, which
contain information such as the categories and number
of zombie followers. Buyers can purchase directly from
the website or contact the customer service staff
according to the information provided on the website.

2.2. Honeypot Account Description. Honeypot is a common
means to collect zombie followers [32, 34]. On Facebook,
MySpace, and Twitter, it is often used to detect spammers
[35–37]. Aiming at studying the current ecosystem of
zombie followers, we created eight honeypot accounts on
Weibo, corresponding to the eight ZF company groups.

All honeypots remain in the initial state and empty (i.e.,
no basic information or microblog is present). We collected
more than 5,000 zombie followers each from eight different
companies and injected them into the corresponding
honeypot account. Table 1 lists honeypot account details and
the sources of zombie followers. All zombie followers were
collected at the same time. Overall, we collected a total of
43,352 zombie followers in eight groups.

2.3. Data Collection. What are the characteristics of the
zombie follower industry? What are the characteristic dif-
ferences between zombie followers and normal users? How
to detect zombie followers? To answer these questions, in
this study, we mainly collected two datasets: (1) the zombie
followers’ data and related data collected through the
honeypot account and (2) the normal users’ data and related
data collected through the Python crawler. All the above data
were exclusively open data obtained through Sina API. In
addition, we encrypted the data to ensure data security. )e
collection of the datasets and the detailed analysis of the
basic characteristics are described below.

We used the Python crawler to monitor the corre-
sponding honeypot account and detect the injected zombie
followers. After all zombie followers were collected, we
performed a second crawl on the collected data. )e public
information, followers (the latest 1000), and microblogs (the
latest 100) of each zombie follower were crawled, and the
results are presented in Table 2. Meanwhile, we collected the
data, including public information and 3,394,129microblogs
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(the latest 100) of 45,559 normal users as a comparison
dataset.

Each ZF company assures us that their products are
authentic and reliable. )eir zombie followers have avatars,
personal information, and irregular updates of microblogs.
More importantly, they cannot be blocked. However, the
zombie followers of some ZF companies were blocked by
Sina Weibo within a short time. For example, Groups 02,
04, and 05 were blocked shortly after the infusion was
completed. Among them, 943 zombie followers belonging
to Group 02 were unblocked after some time, but they were
soon blocked again. Groups 04 and 05 were banned in the
early period, so some of their data were missing (only
Weibo ID, user name, and the number of followers and
friends could be collected). In addition, we found that a
small number of zombie followers were blocked in other
groups. Finally, we obtained a total of 37,607 zombie
followers, having 1,313,452 followers and 967,550
microblogs.

3. Analysis of Characteristics

In previous studies, zombie followers and normal users were
usually distinguished from various perspectives [15], such as
users’ personal information [13, 14], relationship features
[28], behavioral features [26], and emotional features. In this
section, we attempt to answer the following two questions on
the basis of basic features and content features: what is the
difference between zombie follower groups and what is the
difference between zombie follower groups and the normal
user group?

3.1. Basic Characteristics. We randomly selected 5000 users
from the normal user group as Group 09. For comparison,

we also calculated the average value of Groups 01–08 and
considered it as Group 00. In this section, we combine
existing fields in the dataset and compare the groups in
terms of five aspects: registration time, the number of fol-
lowers and friends of users, username complexity, and user
hierarchy.

3.1.1. More Centralized Registration Time. Figure 1 shows
the cumulative distribution function (CDF) graphs of reg-
istration time of users in all the groups. It indicates that the
registration time of the normal user group (Group 09) is
evenly distributed. However, the CDF graphs of the zombie
follower groups (data in Groups 02, 04, and 05 were missing)
are significantly different from that of Group 09. )e dis-
tribution graphs of Groups 01 and 08 are similar, with a
stepped increase and high consistency in value. Groups 03
and 06 are also similar, and their graphs are closer to that of
Group 09. However, compared with the graph of Group 09,
graphs of Groups 03 and 06 are not smooth and show a
stepped increase. )eir distribution is similar to that of
Groups 01 and 08. All the zombie followers in Group 07 were
registered three days before purchase, so its CDF is more
concentrated. As Figure 1 shows, most of the zombie fol-
lowers were produced recently. )erefore, we can infer that
most ZF companies continue to mass produce zombie
followers.

In summary, zombie follower groups manipulated by
different ZF companies have significant differences in reg-
istration time. Some ZF companies hold and mass produce
zombie followers close to the purchase time, while others
mass produce them in advance. As a comprehensive CDF
graph of zombie followers, the curve of Group 00 indicates
that the zombie follower industry is developing on a large
scale.

Table 1: Summary statistics of honeypot accounts.

User ID Campaign name Provider/source #Zombie followers
01_72∗∗∗∗37 A000 Douyin and Weibo flagship shop Weibo profile 5069
02_72∗∗∗∗04 Sihui Network Taobao shop 5270
03_72∗∗∗∗91 Xingchen Network Technology Search engine 6172
04_72∗∗∗∗62 Aijia Network Search engine 5258
05_72∗∗∗∗21 Self-help business platforms for Douyin, Kuaishou, and Weibo Search engine 6313
06_72∗∗∗∗43 A Weibo-Douyin-WeChat platform Weibo profile 5091
07_72∗∗∗∗47 Niuweifen marketing Taobao shop 5073
08_72∗∗∗∗28 Yunyidingdian platform Weibo profile 5106

Table 2: Summary statistics of the eight honeypot accounts.

User ID #Followers #Followers obtained #F_followers1 #Microblogs
01_72∗∗∗∗37 5,069 5,063 661 20,528
02_72∗∗∗∗04 5,270 943 21 3
03_72∗∗∗∗91 6,172 6,145 227,101 285,756
04_72∗∗∗∗62 5,258 5,257 79 —
05_72∗∗∗∗21 6,313 5,000 80 —
06_72∗∗∗∗43 5,091 5,022 1,081,774 642,679
07_72∗∗∗∗47 5,073 5,072 2,550 0
08_72∗∗∗∗28 5,106 5,105 1,186 18,584
1F_followers are the followers of the zombie followers in the eight zombie follower groups.
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3.1.2. Fewer Followers and Mutually Following. In Figure 2,
the median number of user followers in Group 09 is 186,
whereas that of Groups 01–08 is 29, indicating a large
difference between them. Most zombie followers of Groups
04, 05, and 07 have only one to three followers. )e dis-
tribution of Groups 01 and 08 is similar, and most of their
users have no followers. )e followers in Group 03 are
relatively dispersed, evenly distributed between 0 and 250,
while those in Group 06 are almost all over 100 (only two
users have less than 100).

Based on the above results, compared with Group 09, the
number of user followers in Groups 01–08 is more con-
sistent. A cursory investigation reveals that to make zombie
followers resemble normal users, zombie followers in
Groups 01–08 generally follow each other, thus forming a
network of zombie followers.

3.1.3. Prefer to Be a Follower Based on the Service. As shown
in Figure 3, the distribution of the number of friends of users
in Group 09 is even, with about 80% being less than 500. By
contrast, the distribution of Groups 01–08 is irregular and
most of the zombie followers have more friends than normal
users have, such as Groups 03 and 06. )e registration time
distribution for Groups 03 and 06 suggests that they have
been engaged in selling follower services for a long duration,
so their users have more friends. Furthermore, most users in
Groups 01 and 08 have less than 200 friends. In Groups 04,
05, and 07, all have fewer than 200 friends, and their CDF
graphs show an irregular stepped increase (Figure 4). Based
on the registration time distribution, we believe that most
zombie followers in the five groups have not been engaged in
the business for a long duration, so they have not accu-
mulated a large number of friends.

To better reflect the composition of users’ social rela-
tions, we use the interaction index function [38], defined as

interaction index �
followers count
friends count

. (1)

Figure 5 shows the CDF graphs of the interaction index
for all groups. In Group 09, the interaction index of 96.76%
of the users is less than 10, and the maximum index is 81. In
Groups 01–08, the interaction index of only 16.09% is less
than 10, while that of 26.12% is greater than 81.
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Figure 2: Cumulative distribution of the number of user followers
in different groups.
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Figure 3: Cumulative distribution of the number of friends in
different groups.
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Figure 1: Cumulative distribution of registration time of users in
different groups (00 is the average registration time of zombie
follower groups; 09 is the registration time of the normal user
group).
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3.1.4. Simpler and Meaningless Usernames. We next analyze
the username complexity of Groups 01–09 by using the Jieba
[39] algorithm to segment the usernames. Accordingly, if n
is the number of words in the username, K is the number of
numerals, and leni is the length of the i-th word, then the
complexity of the username [40] is given as

complex � n + 
k

i�1

leni

3
. (2)

)e username complexity of Groups 01–09 is shown in
Figure 6. )e figure indicates that the username complexity

of Group 09 is greater than that of Groups 01–08. )e
analysis of the composition of usernames in Groups 01–08
reveals that the usernames of Groups 04 and 05 are au-
tomatically generated by the system, with their structure
being “user” + random number. Compared with other
groups, Groups 01 and 08 usernames are more readable and
have specific rules for their generation. Most usernames in
Groups 02, 03, 06, and 07 are random combinations of
Chinese characters and letters, bearing no specific
meaning.

3.1.5. Lower Level in Weibo’s Hierarchy. Our calculation of
the hierarchies of users in Groups 01–09 shows that out of
the 43,352 zombie followers, only 1,278 have a user hier-
archy greater than 0, accounting for 4.84%. However, in
Group 09, 2945 users are greater than 0, accounting for
58.9%. Due to the mass production of zombie followers, ZF
companies cannot improve the hierarchies for most zombie
followers. However, it is worth noting that ZF companies not
only sell zombie follower services but also control mass
social robots with advanced authentication and higher hi-
erarchies than normal users. In the future, we will conduct
research considering this aspect.

3.2. Content Characteristics. )is section presents a
comparison of the relevant features of users’ microblogs
in Groups 01–09. We could not obtain the microblog data
of Groups 04 and 05 because the zombie followers in
these groups were blocked. Moreover, 5072 zombie
followers in Group 07 did not post any microblog as their
registration time was shorter, and 943 zombie followers
in Group 02 only posted three microblogs. )erefore, we
were focusing on the content of only Groups 01, 03, 06,
08, and 09.
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Figure 5: Cumulative distribution of the interaction index for
different groups.
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Figure 6: Cumulative distribution of the username complexity in
different groups.

1.0

0.8

0.6

0.4

0.2

0.0

CD
F

Number of friends
0 50 100 150 200 250 300

04
05
07

Figure 4: Cumulative distribution of the number of friends of users
in Groups 04, 05, and 07; an irregular ladder increase in the number
is observed.
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3.2.1. Replication of Original Content. To determine what
content zombie followers often post, we analyzed the
microblog content of Groups 01–09. As Table 3 shows, every
microblog in Groups 01 and 08 is a repost, and mostly the
same posts. Conversely, Groups 03 and 06 are more bal-
anced, including original microblogs and reposts. Among
them,most of the original microblogs repeat celebrity quotes
or common senses. )e repetition rate of reposts of zombie
followers is generally higher than that of normal users.
Moreover, in Groups 03 and 06, the rate is 50% or more.
)us, we can infer that the zombie followers manipulated by
ZF companies hardly post original microblogs and their
reposts are related to their business. )erefore, ZF com-
panies are suspected of manipulating public opinion.

3.2.2. Low Interaction of Microblogs. By analyzing the
content of microblogs of Groups 01–09, we investigated if
zombie followers write differently from normal users. As
Table 4 shows, compared to Group 09, zombie follower
groups contain fewer URLs, mentions (@), and hashtags,
and they are less interactive with other users. In addition,
although the length of microblogs of different groups is
different, groups with similar basic characteristics have
similar length of microblogs.

3.2.3. Poor Microblog Sources. Regarding the microblog
sources, Table 5 shows that Group 09 has 3,650 sources,
accounting for 94.32% of the total (3,870), whereas the
sources of zombie follower groups are considerably less.
Among them, Groups 01 and 08 have only three consistent
sources, whereas Group 06 has the most abundant sources
(only 429).

3.2.4. Poor Spreading of Microblogs. )e communication
features [26] of the microblogs of Groups 01–09 are analyzed
in Table 6. As the table indicates, the zombie follower groups
are significantly different from Group 09 as more than 98%
of the zombie followers have zero reposts, attitudes, and
comments, and almost no group has a count above 10. We
conclude that although zombie followers do post micro-
blogs, they usually get little attention from other users; thus,
the posts have poor ability to spread.

3.3. Discussion. Zombie follower groups have different
features because of varying registration time. Due to longer
survival time, Groups 03 and 06 have greater similarity to
normal users. However, the registration time of Group 07 is
only three days, so all its features are notably different. It can
be expected that some ZF companies have been engaging in
cultivating zombie followers for a long duration, and the
longer they manipulate, the more similar the zombie fol-
lowers will be to normal users.

Comparison of the features of zombie follower groups
reveals an interesting phenomenon. )e features of Groups
04 and 05, Groups 01 and 08, and Groups 03 and 06 are very
similar. In the next section, we will analyze whether these
zombie follower groups are correlated.

4. Ecosystem Characteristics

We focus here on the following three questions: why is it
difficult for normal users to identify zombie followers? Are
different ZF companies correlated? Are there social relations
among zombie follower groups?

4.1. Why Is It Difficult for Normal Users to Identify Zombie
Followers?. From the features of zombie follower groups
described in Section 3, we can conclude that zombie fol-
lowers are considerably different from normal users.
However, it is often difficult for normal users to judge
whether a user is a zombie follower. Note that when normal
users visit others’ profiles, they usually judge the profile
authenticity by observing its basic information and
microblogs.

We analyzed the differences in the basic information
between Groups 01–08 and Group 09 (Table 7). Compared
with normal users, zombie followers (95.83%) have more
complete basic information. To avoid blocking of the zombie
followers, ZF companies make them behave more like
humans. For example, Groups 03 and 06 not only have
extremely complete basic information (99.86%) but also
have rich original microblogs (Table 4). Clearly, zombie
followers also have real avatars, complete basic information,
and simulated original microblogs and reposts. )erefore,
the boundary between the zombie followers and normal
users becomes increasingly blurred, making distinction of
zombie followers difficult.

4.2. Are Different ZF Companies Correlated?. We analyzed
the relationship among zombie follower groups to determine
if ZF companies are correlated, if these companies manip-
ulate different zombie follower groups with different sales
methods and if these companies belong to the same
organization.

By observing the interaction of each user from Groups
01–08, we determine if any zombie follower is present in two
or more groups simultaneously. After matching, we found 8
identical zombie followers in Groups 01 and 08 and 104 in
Groups 04 and 05 (Figure 7). Considering the characteristics
of these groups, it is reasonable to conclude that they are
controlled by the same organization.

4.3. Are 9ere Social Relations among Zombie Follower
Groups? After determining that there may be some corre-
lation among zombie follower groups, we attempt to de-
termine whether there also have some correlating social
relations.

)e analysis of the followers of zombie followers indi-
cates that most of them are zombie followers. )erefore, we
compared the followers of the zombie followers in Groups
01–08. )e results demonstrate a small amount of overlap
between some groups (Table 8). However, the number of
overlaps in Groups 03 and 06 is as high as 5,696. After
removing the repeated followers, we obtained 218 followers
of the zombie followers in Groups 03 and 06 multiple times.

6 Security and Communication Networks



Although there are no identical zombie followers in Groups
03 and 06, their potential social relations suggest that they
may belong to the same organization.

5. Detection Model

5.1. Experimental Features. As described in the above sec-
tions, we studied the behavior of zombie followers from the
following three aspects and list the relevant features in
Table 9: (1) basic features, which include the complexity of
the user name, the number of followers and friends of users,
the interaction index, hierarchy, and registration time of
users. (2) Content features, including the rate of original
microblogs and reposts, the total number of microblogs of
users, URLs, hashtags, and mentions, and the average length
of all microblogs. (3) Ecosystem features, it refers to the

user’s gender and age and whether the basic information of
the user is provided.

5.2. Experimental Design. In this study, Python was used to
realize the whole process of feature extraction and model
construction, as shown in Figure 8. )is model mainly
consists of two parts: the data feature analysis module and
zombie follower detection module. In the data feature
analysis module, we obtain the original data set through the
crawler, remove the invalid data after preprocessing, and
format them. We then analyze the data features and
transform them into the corresponding feature set. In the
zombie follower detection module, we use five-fold cross-
validation. )e detailed data distribution is shown in Ta-
ble 10. Finally, three machine learning methods (KNN [41],
SVM [42], and random forest [43]) are used to detect the

Table 3: Summary statistics of microblog content.

Collection Original count Repost count Repetition Repetition rate (%)
01 0 20,528 (100%)1 2,552 31.41
03 252,690 (88.43%) 33,066 (11.57%) 5,493 65.41
06 312,630 (48.64%) 330,049 (51.36%) 44,652 55.39
08 0 18,584 (100%) 2,400 31.46
09 145,768 (37.05%) 247,720 (62.95%) 23,506 23.73
1Parenthetical information is the percentage of the total number of microblogs in each group.

Table 4: Summary statistics of the microblog content features.

Collection Status count URLs Mentions Hashtags Ave-length
01 20,528 76 (0.37%)1 996 (4.85%) 0 12.42
03 285,756 10,620 (3.72%) 6,215 (2.17%) 19,225 (6.73%) 141.99
06 642,679 9,821 (1.53%) 66,379 (10.33%) 66,534 (10.35%) 65.94
08 18,584 60 (0.32%) 751 (4.04%) 0 11.70
09 393,488 85949 (21.84%) 76,682 (19.49%) 202,010 (51.34%) 55.56
1Parenthetical information is the percentage of the total number of microblogs in each group.

Table 5: Summary statistics of the microblog sources.

Collection 01 03 06 08 09
Count 3 (0.08%) 429 (11.09%) 217 (5.61%) 3 (0.08%) 3,650 (94.32%)

Table 6: Summary statistics of the microblog communication features.

Collection Range Reposts (%) Attitudes (%) Comments

01 0 99.58 98.82 99.92%
0+ 0.42 0.18 0.08%

03
0 99.79 97.07 99.47%

1–10 0.19 2.81 0.51%
10+ 0.02 0.12 0.02%

06
0 99.61 98.12 99.61%

1–10 0.38 1.87 0.39%
10+ 0.01 0.01 0

08 0 99.73 98.99 99.88%
1–10 0.27 1.01 0.12%

09
0 92.27 71.72 82.11

1–10 5.60 23.31 14.03%
10+ 2.13 4.97 3.86%
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experimental data. Each of the three algorithms uses default
parameters, and the calculation is executed on a computer
with Intel(R) Xeon(R) CPU and 8GB memory.

We evaluated the performance of the proposed model by
using the indicators accuracy, recall, precision, and F1. )ey
are defined as follows:

Accuracy �
TP + TN

TP + TN + FT + FN
,

Recall �
TP

TP + FN
,

Precision �
TP

TP + FP
,

F1 �
2 × Precision × Recall
Precision + Recall

,

(3)

where TP (true positive) is the number of normal users
predicted as normal users; FP (false positive) is the number
of zombie followers predicted as normal users; TN (true
negative) is the number of zombie followers predicted as
zombie followers; and FN (false negative) is the number of
normal users predicted as zombie followers.

5.3. Experimental Results. In our experiments, we attempted
to maximize the detection of zombie follower groups. We
extracted the features of each user described in the previous
sections and used three types of classifiers (i.e., KNN, SVM,
and random forest) to detect eight zombie follower groups.
Here, when the detection method uses any set of data from
01 to 08 zombie follower data and normal user data, it is
called the single-group detection, and when it uses eight sets
of zombie user data and normal user data, it is called the
combined-group detection. Meanwhile, we also detected
basic features, content features, and ecosystem features in
single-group and combined-group detections, and the re-
sults are shown in Tables 11–13.

In the single-group detection, when part of data is
missing (Groups 04 and 05 lack in content features and
ecosystem features; Groups 02 and 07 lack in content

Table 7: Summary statistics of the basic info of zombie followers.

Collection Avatar Location (%) Gender (%) Age (%) Simple info (%)
01 No 77.07 77.64 40.61 77.68
02 Yes1 99.26 100 93.96 100
03 Yes 80.47 98.34 51.91 98.34
06 No 84.73 99.88 9.66 99.88
07 Yes 98.68 99.82 93.24 99.82
08 No 88.18 99.24 51.23 99.24
09 Yes 54.36 77.56 38.72 77.56
1“Yes” indicates that most of the zombie followers have avatars.

Group 01
Group 08

Group 04
Group 05

Figure 7: Matching of identical zombie followers in Groups 01–08.

Table 8: Summary statistics of the overlap of the followers of
zombie followers.

Group Num
01 and 03 10
01 and 06 20
01 and 08 18
03 and 04 2
03 and 05 2
03 and 06 5696
03 and 07 6
03 and 08 7
04 and 05 8
06 and 07 90
06 and 08 6
01, 03, and 061 4
01, 03, and 08 2
03, 04, and 05 2
01, 03, 06, and 08 1
1Only the overlapped groups were output.
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features), although its detection accuracy was high, its
recall, precision, and F1 values were still generally low. In
random forest detection, as an example, the accuracy of
Groups 04 and 08 was 99.86% and 99.90%, respectively, but
the recall, precision, and F1 were 85.71%, 78.95%, and

82.19% for Group 04 and 99.58%, 99.37%, and 99.47% for
Group 08. )e large difference indicates that the richer the
feature set is, the greater the promotion of recall, precision,
and F1 will be.

However, due to the feature differences among groups,
the accuracy of the combined-group detection is generally
lower than that of the single-group detection. It is worth
noting that ecosystem features achieved approximately
90% accuracy in all single-group detections, but it de-
creased significantly in the combined-group detection.
)e random forest achieved the highest accuracy in both
types of detection, with the combined-group detection
achieving 98.75% accuracy (average accuracy of KNN and
SVM is 99.4% and 99.46%, respectively). )e table shows
that Groups 03 and 06 with the longest registration time
have the lowest accuracy. )is indirectly confirms that the
longer the zombie follower is cultivated, the more similar

Table 9: Description of feature classifications.

Feature set Features
Basic features Username complexity, number of followers and friends, interaction index, user hierarchy, user registration time

Content features Number of original post, repost, and status; number of URLs, hashtags, mentions, average length of microblogs (Avg-
length)

Ecosystem features Gender, age, simple info

Data feature
analysis module

Original
dataset

Honeypots

Crawlers

Normal
dataset

Zombie
dataset

Data
preprocessing

Content
characteristics

Basic
characteristics

Ecosystem
characteristics

Original data
feature analysis

Feature
sets

Normal
followers

Zombie
followers

(1) KNN
(2) SVM
(3) Random forest

Machine
learning

algorithm

Zombie followers
detection module

Training set

Test set

Combined-
group

detection

Single-group
detection

Social network

Figure 8: Structure of the detection model.

Table 10: Statistics of comparative experiment datasets.

Collection Total
01_72∗∗∗∗37 5063
02_72∗∗∗∗04 943
03_72∗∗∗∗91 6145
04_72∗∗∗∗62 5257
05_72∗∗∗∗21 5000
06_72∗∗∗∗43 5022
07_72∗∗∗∗47 5072
08_72∗∗∗∗28 5105
Normal users 45559
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it becomes to normal users and the more difficult its
detection becomes.

6. Conclusion and Future Work

In this study, we focused on the features and detection of
zombie followers from different companies. )rough
feature analysis, we described the current ecosystem of
the zombie follower industry as follows: the ZF compa-
nies are constantly producing and cultivating zombie
followers. Zombie followers that survive longer are more
similar to normal users, thus lowering the detection rate
by traditional methods. Furthermore, although the

sources of zombie followers are different, the similar
characteristics and the direct or indirect relationships
between groups indicate that some zombie follower
groups from different sources are actually controlled by
the same organization. Finally, we used three different
classification methods (i.e., KNN, SVM, and random
forest) to detect zombie followers. )e random forest
performed the best with 99.14% accuracy. We also found
that the richer the feature set, the greater the promotion
of recall, precision, and F1 of the detection results.

Interestingly, zombie follower services are only a
small part of the black industry of malicious accounts. It
also controls mass advanced social robot accounts, which

Table 13: Detection accuracy of Random forest for each feature category.

Random forest Basic Content Ecosystem
All features

Accuracy Precision Recall F1
01_72∗∗∗∗37 98.68 92.61 90.21 99.74 98.59 98.79 98.69
02_72∗∗∗∗04 99.85 — 97.96 99.84 94.85 97.35 96.08
03_72∗∗∗∗91 99.26 98.74 88.10 99.75 99.51 98.37 98.94
04_72∗∗∗∗62 99.86 — — 99.86 78.95 85.71 82.19
05_72∗∗∗∗21 99.93 — — 99.93 73.68 93.33 82.35
06_72∗∗∗∗43 98.19 96.95 90.26 99.45 97.64 96.64 97.14
07_72∗∗∗∗47 99.39 — 91.62 99.53 96.45 98.89 97.65
08_72∗∗∗∗28 99.07 92.44 90.84 99.90 99.37 99.58 99.47
All data 97.16 92.11 65.86 99.14 99.03 98.57 98.80

Table 11: Detection accuracy of KNN for each feature category.

KNN Basic Content Ecosystem
All features

Accuracy Precision Recall F1
01_72∗∗∗∗37 98.55 92.05 90.16 99.57 96.48 99.30 97.87
02_72∗∗∗∗04 99.83 — 97.89 99.82 95.90 95.41 95.65
03_72∗∗∗∗91 99.07 91.36 87.27 99.14 95.04 97.66 96.34
04_72∗∗∗∗62 99.77 — — 99.77 54.84 70.83 61.82
05_72∗∗∗∗21 99.89 — — 99.89 50.00 100.00 66.67
06_72∗∗∗∗43 98.00 93.25 67.06 97.99 88.88 90.60 89.73
07_72∗∗∗∗47 99.28 — 80.28 99.36 94.72 99.00 96.81
08_72∗∗∗∗28 98.74 90.59 90.74 99.64 97.11 99.16 98.12
All data 97.16 88.1792 66.32 97.59 95.56 97.85 96.69

Table 12: Detection accuracy of SVM for each feature category.

SVM Basic Content Ecosystem
All features

Accuracy Precision Recall F1
01_72∗∗∗∗37 98.38 92.32 90.21 99.55 97.01 98.48 97.74
02_72∗∗∗∗04 99.82 — 97.96 99.83 96.76 94.71 95.72
03_72∗∗∗∗91 99.25 98.08 88.10 99.06 98.71 93.32 95.94
04_72∗∗∗∗62 99.86 — — 99.86 78.95 85.71 82.19
05_72∗∗∗∗21 99.93 — — 99.93 73.68 93.33 82.35
06_72∗∗∗∗43 98.19 92.64 90.26 98.28 94.30 87.59 90.82
07_72∗∗∗∗47 99.38 — 91.62 99.43 95.33 98.99 97.12
08_72∗∗∗∗28 98.89 92.11 90.84 99.73 98.52 98.63 98.57
All data 96.83 88.46 65.86 98.11 98.12 96.62 97.36
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have more advanced authentication and weight than
normal users. Among them, some are compromised
accounts and some have many real followers. In the
future, we will conduct research on the features of such
accounts.
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