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In order to achieve requirements such as fast search of flow entries and mask matching, OpenFlow hardware switches usually use
TCAM to store flow entries. Limited by the capacity of TCAM, the current commercial OpenFlow switches can only support
hundreds of thousands of flow entries, which makes SDN network using OpenFlow hardware switches vulnerable to the threat of
flow table overflow attack. Among them, low-rate DoS (LDoS) attack against table overflow poses a serious threat to SDN
networks due to its high attack efficiency and concealed flow, and it is also difficult to detect. In this regard, this paper analyzed two
types of LDoS attack flow against table overflow and proposed an attack detection and defense mechanism named SAIA (Small-
flow Analysis and Inport-flow Analysis) through the design of table overflow prediction and flow entries deletion strategy.
Experiments conducted through the SDN network environment showed that SAIA can effectively detect and suppress LDoS
attack flows in the flow table in large-scale network conditions and verified that the deployment of SAIA is lightweight. At the
same time, SAIA implemented the flow entry deletion strategy based on LRU when the flow table overflows in a nonattack
situation, which further enhances the stability of the network.

1. Introduction

Software-Defined Networking (SDN) features such as cen-
tralized control, separation of forwarding and control, and
network programmable make network management simple
and flexible. Due to its good combination with various cloud
services, SDN has been widely deployed in recent years, and
its security has become the focus of attention in the industry.
However, the introduction of the new architecture also
brings a lot of new problems [1], among which security is the
most noteworthy, including the security of the data plane
[2, 3]. )e data plane not only will be affected by existing
attacks in traditional networks (such as DDoS attacks [4])
but will also bring new types of attacks due to its own ar-
chitecture, the most typical of which are flow table overflow
attacks [5, 6].

In order to meet the requirements of flow entry mask
matching, SDN hardware switches that support the Open-
Flow protocol all use Ternary Content Addressable Memory
(TCAM) to store and search flow entries. However, the high-

power consumption and high price of TCAM make the
capacity of TCAM in SDN switches very limited. Currently,
in the existing commercial SDN switches, the number of
flow entries that can be stored is only hundreds of thousands
[7]. However, in order to achieve fine-grained flow man-
agement in an SDN network, many flow entries need to be
installed to handle the ever-increasing traffic, which is prone
to the problem of insufficient flow table space. At the same
time, when the flow table space is insufficient, SDN needs to
carry out extra processing for the new flow arriving in the
network, which makes the network performance decline
sharply. )erefore, the flow table overflow problem in SDN
has been extensively studied, including the optimization of
the flow table overflow problem [8] and the mitigation of the
flow table overflow attack [9, 10].

Among various attacks against SDN flow table overflow,
LDoS attacks have not received extensive attention. LDoS
attackers send attack flow to SDN network at a very low rate
and density by means of OpenFlow protocol, which sets two
timeouts for each flow entry. )e SDN controller will
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generate corresponding flow entries for the attack flows of
these different headers and install them in the switch. )ese
flow entries will occupy the flow table space until the timeout
period expires. Since the attacker can easily detect the size of
flow table space of the switch [12] and the timeout period of
the flow entries [13], they easily launch LDoS attacks against
the flow table, which makes the flow table space overflow all
the time, thus causing a sharp decline in network
performance.

To solve the impact of LDoS attacks against flow table
overflow on SDN networks, this paper first analyzes the two
typical types of low-rate attack flows and proposes the LDoS
attack detection and defense mechanism SAIA based on
small-flow and inport-flow statistical analysis, which in-
cludes algorithms such as flow table overflow prediction,
attack flow identification, and flow entry deletion. )e ex-
perimental results show that SAIA can be deployed lightly
and has a better detection effect in larger-scale topologies.
)e main contributions of the paper are as follows:

(i) Two types of LDoS attack flow against table over-
flow are analyzed and their impact is evaluated on
the performance of SDN network through
experiment

(ii) Designed attack detection and defense system SAIA
is based on small-flow and inport-flow analysis to
mitigate the table overflow LDoS attacks

(iii) )rough experiment, the effectiveness of the SAIA
system against table overflow LDoS attacks is ver-
ified, and at the same time this verifies that SAIA can
effectively mitigate the problem of table overflow
under nonattack conditions

)e rest of the paper is organized as follows. Section 2
introduces the background of SDN, OpenFlow and LDoS
attacks, and the motivation of the research on table overflow
LDoS attacks. Section 3 analyzes the mechanism, model, and
defensive difficulties of table overflow LDoS attacks. Section
4 designs and implements a detection and defense system
SAIA against table overflow LDoS attacks. Section 5 eval-
uates the SAIA through experiments. Finally, Section 6
concludes the paper.

2. Background and Motivation

2.1. SDN and OpenFlow. SDN is defined as a new network
architecture with separation of forwarding and control and
software programmable. It abstracts the traditional control
plane function from each network node and reconstructs the
original distributed control network architecture into a
centralized control network architecture. Its basic archi-
tecture is shown in Figure 1, which mainly includes three
planes and two interfaces: application plane, control plane,
and data plane, and northbound interface and southbound
interface.

Among the many southbound interface protocols,
OpenFlow has become an established standard. As a com-
munication protocol, OpenFlow connects peer-to-peer data
plane forwarding devices and SDN controllers. Its

architecture is shown in Figure 2. )e SDN switch, sup-
porting OpenFlow v1.3, mainly consists of three parts: group
table, pipeline, and secure channel. )e flow table on the
pipeline can be regarded as a collection of a set of policy
entries (i.e., flow entries), and the data packet can jump
between multiple flow tables on the pipeline for matching
flow entries. Group table is used to aggregate different flow
entries with the same instruction to improve the resource
utilization of flow table. )e secure channel is the interface
between the OpenFlow switches and the controller to protect
the communication between them from interference. So far,
OpenFlow has developed from v1.0 to v1.5, and there are
more and more field types in the match field to achieve more
fine-grained network management and control [14].

Figure 3 describes the basic process of the network flow
forwarding process in the OpenFlow-based SDN environ-
ment. Pkt0 and Pkt1 are the first two packets of the same flow
(with the same header field). When the OpenFlow switch S
receives the first data packet of the new flow sent by the
Host1 to the Host2, the processing of the flow is shown by
the red arrow in the figure. First, the switch S receives the
new flow and performs matching in the flow table; after the
corresponding flow entry is not matched, the packet_in
message encapsulating the header information of the flow is
sent to the controller; after receiving the packet_in message,
the controller generates the corresponding flow rule
according to the network management policy and sends the
flow_mod message to switch S to install the corresponding
flow entry of the flow rule; finally, switch S carries out
forwarding or other operations according to the flow entry.
When the switch receives a data packet of an old flow (the
corresponding flow entry already installed in the switch)
sent by the Host1 to the Host2, the forwarding process of the
data packet is shown by the green arrow in the figure.)at is,
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the switch matches the flow entry corresponding to the
packet header and carries out forwarding and other oper-
ations on the packet according to the action of the flow entry.

2.2. LDoS Attack. )e LDoS attack is an attacker’s use of
security vulnerabilities in the adaptive mechanism of the
network protocol. By sending periodic short pulse data
streams, the network has always been in an unstable state,
which has an important impact on the normal operation of
the network.

At present, LDoS has been extensively studied but most
of the research on LDoS attacks is still in the traditional
network [15]. For example, LDoS attacks against TCP
timeout retransmissions, which send pulsed traffic to cause
TCP packets to be discarded due to buffer overflow during
network transmission, and the TCP connection will be
dropped by periodic attack traffic [16, 17]. Low-rate HTTP
server DoS attacks send a large data slowly as request or
receiving the response from the server slowly using very
small TCP window size in order to keep the connection, so
that legitimate user link requests are discarded [18]. Low-
rate DoS attacks against application servers send enough
requests to occupy the service queue and the legitimate
service request was discarded [19, 20].

In the research of LDoS attacks in SDN networks, most
of them are based on the advantages of SDN network
centralized control and flexible data collection, which

defends against LDoS attacks against terminal servers
[21, 22]. Although there have been some researches on LDoS
attacks against SDN architecture [23], the overall situation is
relatively small.

2.3.TableOverflowandIts Impact. Here, let us first introduce
the TCAM used by SDN hardware switches. During TCAM
lookup, all data in the entire table entry space are queried at
the same time. )e lookup speed is not affected by the
amount of data in table space, and a lookup can be com-
pleted in one clock cycle. Compared with typical memory
search algorithms (such as linear search, binary search, and
hash table), the TCAM circuit compares all stored data in
parallel, which effectively shortens the search time. Mean-
while, the state of TCAM at each bit contains not only “0”
and “1,” but also another “Don’t care” state implemented by
the mask. )anks to the third state of TCAM, it can conduct
both accurate match search and fuzzy match search, so it is
widely used in SDN hardware switches to meet the re-
quirements of flow entries in OpenFlow.

Unfortunately, TCAM has high-power consumption
and high price, which greatly limits the flow table capacity in
SDN switches. At present, only hundreds of thousands can
be stored at most. As an important resource of SDN net-
work, SDN switch flow table space is easy to cause network
performance degradation due to overflow either under
normal condition or under an attack [24]. When a new flow
reaches a switch that has already saturated the flow table
space, the controller has three processing methods: (1) drop
the new flow directly; (2) forward the new flow through
packet_out message; and (3) select a flow entry from the
switch to delete and then install the corresponding flow
entry for the new flow. )e first method will cause many
packets losses in the network, resulting in a sharp decline in
network performance. )e second method will cause a large
number of flows to be forwarded through the controller,
causing a serious burden on the controller, and significantly
increases the network delay. )e third method will cause the
original flow entry to be deleted, and the average latency of
the flow increases due to frequent updates of the flow entries.
For example, the experiments in Section 5.1 of this paper
show that the flow table overflow caused by the attack causes
the delay of packets in the network to increase from almost
0ms to about 50ms, while the change of throughput drops
from 1Gb/s to 10Mb/s. Such a network situation is
unacceptable.
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At present, most researches on the flow table overflow of
OpenFlow switch focus on how to solve the flow table
overflow problem caused by large traffic flows in a normal
network environment. For example, set an appropriate
timeout value of flow entries to reduce the total number of
flow entries in the flow table space [25–27]; balance the
utilization of flow table space by redirecting flows from
switches with high flow table space utilization to switches
with sufficient free flow table space [28–30]; aggregate flow
entries [31–33]; find out the most suitable flow entry to
delete when the flow table space is in its saturation status
[34–36].

)e above researches are all mitigation mechanisms for
the table overflow under the normal network environment.
In addition, under the attack of OpenFlow switch, the table
overflowwill bemore serious, and how to deal with it is still a
problem to be solved. Zhou et al. proposed a strategy to build
a new flow aggregation algorithm and a multilevel flow table
architecture to defend against the overflow attack launched
by the attacker [5]. Cao studied the effects of the LOFT
(Low-Rate Flow Table) overflow attacks on the SDN net-
work, proposed a method for attackers to detect the SDN
network configuration and build low-rate attack traffic, and
gave two simple methods to prevent the network configu-
ration detection [13]. However, there is no effective scheme
to detect and mitigate the attack flow. Xu et al. studied the
potential targets of table overflow attack and used 3 metrics
to detect the attack flows: GFFC (Growth of Foreign Flow
Consumption), DFA (Deviation of Amount), and CFE
(Commonness of Flow Entry) [6].)is work is mainly aimed
at the defense of attacks that send a large number of flows in
a short time. )e corresponding mitigation mechanism is to
limit the speed of installing flow entries from the controller
by token bucket, so as to avoid exhausting the flow table
space.

To sum up, there is no systematic research on the de-
tection and defense of table overflow LDoS attack. )e main
reason is that LDoS attack has strong concealment, not easy
to be discovered and defended. Nevertheless, the flow table
overflow LDoS attack has an important effect on the per-
formance of SDN. )erefore, this paper mainly studies the
detection and defense mechanism of flow table overflow
LDoS attack. Based on the previous conference manuscripts
[37], this paper has carried out many extensions, including
detailed introduction of background, further analysis of
attack flow, optimization of flow table overflow mitigation
module design, and large-scale experiments.

3. Analysis of Flow Table Overflow LDoS Attack

3.1. Controller Strategy Model. According to the OpenFlow
protocol specification, each flow entry contains a timeouts
component, which is used to specify the maximum amount
of survival time and idle time of the flow entry in the switch
before expiration. )e controller needs to set the timeout
values when installing the flow entry to the switch, which
contains two values: hard_timeout and idle_timeout.
Idle_timeoutmeans that the flow entry will be deleted by the
switch if it does not match the subsequent data packet within

the period after the data packet is matched. Hard_timeout
means that the switch will actively delete the flow entry from
the time of installation to the end of the time, regardless of
the match situation of the flow entry. When hard_timeout
and idle_timeout are both set to 0, the flow entry will not be
deleted; and when one of hard_timeout and idle_timeout is
set to 0 and the other is set to a positive number, the lifetime
of the flow entry depends on nonzero timeout item; if both
timeout values are set to positive numbers, the survival time
of the flow entry depends on whichever expires first.

In order to avoid increasing network delay due to the
deletion of flow entries and ensure that switches can actively
delete outdated flow entries, the controller generally adopts
the flow entry timeout strategy, as shown in the following
equation, where t is a nonzero positive number. Table 1 lists
the configuration of default timeout values for flow entries in
typical controllers:

hard timeout � 0,

idle timeout � t.
􏼨 (1)

According to this policy, even if no packet is matched
within time t, the flow entries on the switch will be retained
in the flow table space after installation.

3.2. LDoS Attack Model against Table Overflow.
According to the flow table space LDoS attack model
proposed by [13], after getting the switches’ flow table ca-
pacity by [12], an attacker can send a large number of flows
to the network with packet intervals less than the timeout of
flow entries. )ese attack flows are clustered on the target
switch in the network, which makes the flow table space of
the target switch always be in saturated state, thus causing
the influence of denial of service to the new normal flow. In
addition, according to different attack traffic distribution
patterns, an LDoS attacker can use the following two types of
attack flows to occupy the flow table space.

Type-I attack flow uses a long flow to occupy the switch’s
one flow entry space. In this case, the attacker sends a small
packet to the network and then resends the flow to the
network before the corresponding flow entry timed out, so
that the flow entry on the switch would remain active due to
the continuous matching. As shown in Figure 4(a), the
vertical lines of the same color represent each packet of an
attack flow and the time interval between two packets is
slightly less than the timeout.

Type-II attack flow uses multiple small flows to occupy
the switch’s one flow entry space. In this case, the attacker
uses a small flow similar to the Type-I attack flow to occupy
the flow table space of the switch. However, the difference is
that the duration of each flow is very short, and the newly
generated flow is constantly replaced by the new flow. In
other words, when the new attack flow arrives, the space left
by the deleted flow entries due to the mismatch of flows is
occupied by attack flow again. Compared with Type-I attack
flow, Type-II attack flow is more difficult to detect due to its
changing flow characteristics. As shown in Figure 4(b), the
vertical lines of the different color represent each packet of
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different attack flows and the time interval between the two
attack flows is slightly larger than the timeout.

3.3. Difficulty Analysis of the Detection and Defense Mecha-
nism Design. )e table overflow LDoS attacks, compared
with traditional attack methods, have the following three
detection and defense difficulties.

3.3.1. 2e Low-Rate Characteristics of the Attack Traffic
Makes It Difficult to Detect. Different from traditional
flooding DDoS attacks, LDoS attack flows have the char-
acteristics of less traffic and low rate, which can be well
hidden in the normal network traffic, so the attack flow is
difficult to detect. As shown in Figure 5, we analyzed the
network traffic in the univ1 dataset with 17 million packets
[38] and the results show that more than 90% of the flows
lasted less than 1 second. )ese flows accounted for 30% of
the data packets, while the average data packet size was 124
bytes (including the packet header). In addition, as shown in
Figure 6, the number of flows with only one packet accounts
for 60% of the total number of flows. )erefore, an attacker
can take advantage of this characteristic of network traffic
and through careful design and send a low-rate attack flow to
the network to simulate the small traffic that exists in the real
network, thereby causing the flow table overflow. At the
same time, since the packet size of each flow is small, these
attack flows are difficult to detect by network defenders.

3.3.2. 2e Information Available for Analysis Is Limited.
Without changing the architecture of the SDN switch and
adding additional functions, the controller can only collect
very limited information. )e network traffic is forwarded
through the matching of the flow table, and the statistical
fields in the flow entries only include the number of packets,
the number of bytes, and the duration of the flow entry. It is

difficult to extract useful information from this data to detect
the attack flow.

3.3.3. In a Normal Network State, Mitigation of Table
Overflow Needs to Be Considered Comprehensively. Even in
a normal network state, there is still a problem of table
overflow caused by burst traffic. )erefore, the flow table
overflow defense mechanism needs to be able to alleviate the
flow table overflow under normal network conditions.

For problems (1) and (2), an attacker needs to aggregate
the low-rate attack flow on the target switch when con-
ducting LDoS attack, so it can consider analyzing the flow
information on the target switch to find the attack flow. It
can be seen from Figure 5 that, in the real network, normal
flows have an obvious heavy-tailed distribution. As dis-
cussed in Section 3.2, if an attacker uses a Type-I attack flow,
the switch will keep the flow entry for a long time. But the
number of packets and bytes matching the flow entries will
be very small, which will be very different from the normal
flow of the network. If an attacker uses Type-II attack flows,
its characteristics are similar to the large number of small
flows that exist in the network. To detect such attack flows,
we propose a method based on inport-flow statistics. )is
method uses the entire network information maintained in
the controller to find out the source of the low-rate flow to
the switch suspected of being attacked and then analyzes the
low-rate flow by establishing a <switch, inport> pair. Based
on this, the change trend of the number of flows over time
can be constructed to distinguish between attack flows and
normal flows. )e information required for the entire de-
tection process that can be seen from the above analysis can
be obtained from the existing SDN architecture without any
modification to the architecture or OpenFlow protocol.

For problem (3), we can effectively combine the flow
table overflow detection and defense scheme under LDoS
attack with the flow table overflow mitigation scheme under

Table 1: Timeout configuration in the typical controller.

Controller
Default timeout Sample projects timeout

Hard (s) Idle (s) Project name Hard (s) Idle (s)
POX 0 0 l3_learning 0 10
RYU 0 0 rest_router 0 1800
ONOS 0 10 Fwd 0 10
OpenDaylight 600 300 L2switch 3600 1800
Floodlight 0 5 learning_switch 0 5

Time

Use the same flow

Timeout

Time interval

(a)

Time

Timeout

Time interval

Use the different flow

Timeout

Time interval

(b)

Figure 4: Different attack flow patterns. (a) Type-I attack flow and (b) Type-II attack flow.
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normal network to better solve the flow table overflow
problem under normal network conditions.

4. Detection and Defense Mechanism Design

)e corresponding detection and defense mechanism
named SAIAwere proposed in this paper to effectively detect
and defend the table overflow LDoS attacks. As shown in
Figure 7, SAIA is composed of four main modules: data
collection module (DCM), overflow prediction module
(OPM), attack detection module (ADM), and overflow
mitigation module (OMM). In the implementation, these
modules are all running as applications of the controller, so
they can be dynamically deployed.

In order to accurately describe the working mechanism
of SAIA later, the symbol definitions involved are given in
Table 2.

4.1.DataCollectionModule. )eDCM is mainly responsible
for obtaining the data required for LDoS detection.)ere are
mainly two ways to collect data: (1) active acquisition, that is,

to acquire related data by actively sending a request to the
SDN switch, such as sending flow-stats-request to request the
counterfield of flow entries, and (2) passive recording, that is,
recording the switch relevant messages that the switch re-
ports to the controller, such as the number of new arrival
flows corresponding to the packet_in events. Table 3 lists all
the messages between the controller and the switches used
by the DCM and the corresponding data that can be
analyzed.

In order to determine whether the flow in the network is
a large flow or a small flow, we need to know the packet rate
(packets/s) and byte rate (bytes/s) of the flow arriving at the
switch. In addition, in order to distinguish between attack
flows and normal flows, we need to further construct the
trend of the number of flows over time.)erefore, we design
a data collection algorithm based on periodic sampling; see
Algorithm 1 for details. DCM will record the data of each
statistical metric in each sampling period in a period of time
(20 sampling periods were used in our experiment). After
each sampling, the collected data are sent to the OPM for
further analysis in the form of events, while Si_inportk,
Ai,jk(t), Pi,jk(t), and other data are sent to the ADM to detect
whether there is an inport sending Type-II attack flow.

4.2.OverflowPredictionModule. )emain function of OPM
is to predict the time when the table overflow occurs to help
OMM to selectively delete a certain number of flow entries
before the overflow event occurs, thereby effectively
avoiding the occurrence of flow table overflow.

In order to accurately predict the overflow event of the
flow table in the network, based on the analysis of the in-
formation of switch flow table, a prediction algorithm for the
flow table overflow is proposed.)is algorithm combines the
current usage of the switch’s flow table space and predicts
the number of new flows arriving at the switch in the next
sampling period to determine whether the flow table will
overflow. See Algorithm 2 for specific algorithm description.

As shown in lines 3–7 of Algorithm 2, the prediction of
the number of new flow arrivals is mainly based on the
changing trend (slope) of new flow arrivals. When the slope
k1 between two points of pi(tn) and pi(tn−1) is greater than
the slope k2 between two points of pi(tn−1) and pi(tn−2), the
predicted slope k0 between two points of pi(tn+ 1) and pi(tn)
is equal to k1 plus the logarithm of the increase of the slope;
otherwise k0 is equal to k1.)is algorithm not only effectively
predicts the number of new flows arriving at the switch but
also enlarges the predicted value according to the change of
the number of new flows arriving. Figure 8 is a schematic
diagram of new flow arrival quantity prediction. )e black
point in the figure is the sampling value of the sampling
point, and the red point is the predicted value of the
sampling point. It can be seen from the area 1 in the figure
that when the number of new flows increases suddenly, the
algorithm also has good prediction results. At the same time,
combined with the flow table overflow mitigation mecha-
nism, when the usage rate of the flow table space is higher, it
is necessary to appropriately enlarge the predicted value of
the number of new flows, as shown in the areas 2 and 3 in the
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Table 2: Symbol definitions.

Symbol Definition
Si SDN switch i
Ci )e flow table capacity of the switch i
T Sampling period
Ai(t) )e number of active flow entries in the switch i at t th sampling
pi(t) )e number of new flows arriving at the switch i during t th sampling time
Fij(t) Flow entry j in the switch i at t th sampling
Pij(t) )e number of matched packets for the entry j in the switch i at t th sampling
Bij(t) )e number of matched bytes of entry j in the switch i at t th sampling
Dij(t) Duration time of entry j of in the switch i at t th sampling
Si_inportk Network access port k of the switch i (switch is edge switch)
Ai,jk(t) )e number of flow entries installed on switch i corresponding to the flow from the inport k of switch j
Pi,jk(t) )e number of new flows from the inport k of switch j to the switch i during t th sampling time
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Table 3: Message type description.

Message type Message Function Analyzed data

Controller-to-
Switch

flow-mod Install the flow entries to the switch —
flow-stats-
request

Request the switch for flow entry statistics field
information —

table-stats-
request Request the switch for flow table space usage —

Asynchronous

state-change Send switch connection and disconnect events to
the controller Update the number of SDN switches

packet-in Forward packets to the controller )e arrival rate of new flow

flow-stats-reply Reply to flow entry statistics field information to the
controller

Flow entries matched packet, bytes, and
duration

table-stats-
reply Reply to flow table usage to the controller Number of active flow entries

flow-removed Reports to the controller that the switch deletes the
flow entry

Delete the corresponding flow entry data in
the record

Note: OpenFlow specification v.1.3 was referenced for SAIA design.
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figure. )is can effectively avoid the flow table overflow
caused by the inability of accurately predicting a large
quantity of new flows.

When the predicted number pre(tn+ 1) of flow entries in
switch i is greater than the flow table space size Ci of the
switch, some flow entries need to be deleted in advance to
make room for the new arrival flows. )erefore, it is nec-
essary to send the collected data of switch i to the ADM for
detection and find out the suspected attack flow for deletion.

4.3. Attack Detection Module. )e main work of ADM is
divided into two parts: (1) when the OPM predicts that there
will be a table overflow in switch Si, ADM will analyze the
flows through switch Si based on the collected data infor-
mation to detect the Type-I attack flow; (2) it periodically
analyzes the data such as Si_inportk, Ai,jk(t), and Pi,jk(t)
collected by data collection module as every half idle_ti-
meout, so as to detect the network inport of Type-II attack
flow.

For Type-I attack flow, in order to effectively distinguish
it from the normal flow in the network, the ADM uses
factors such as average packet interval, average packet size,
and flow duration to evaluate the probability that the flow is
an attack flow. )e specific evaluation strategy is shown in
the following equation, where the purpose of introducing
parameter α is to optimize the impact of average packet
interval on the evaluation results, whose value can be ap-
propriately adjusted for different network scenarios. )e
constant avgb is the average packet size (number of bytes) in
the network:

f
1
attack(t) � α ·

Dij(t) − idleTime

Pij(t)
+(1 − α) ·

Pij(t)

Bij(t)
· avgb.

(2)

(1) Topo�Controller.topo
(2) Ci �Topo(i).capacity
(3) while (time elapse T)
(4) for Si in Topo
(5) send table_stats_request message to Si
(6) Ai � length(table_stats_reply.active_count)
(7) send flow_stats_request message to Si
(8) for Fij(t) in flow_stats_reply
(9) Dij(t)� Fij(t).duration
(10) Pij(t)� Fij(t).packet
(11) Bij(t)� Fij(t).byte
(12) if timeSpan� � ilde_timeout/2 and Fij(t) is Ai,jk(t)
(13) Ai,ik(t)�Ai,jk(t) + 1
(14) pi(t), Pi,jk(t)//count the number of packet_in in this period

ALGORITHM 1: Data collection.

2

1

3

5 10 15 20 25 30 35 400
0

20

40

60

80

100

120

Figure 8: New flow arrival quantity prediction algorithm.

input: pi, Ai, T
output: pre(tn + 1)//predicted value of Ai at the next sampling time tn+ 1

(1) k1 � (pi(tn)−pi(tn−1))/T
(2) k2 � (pi(tn−1)−pi(tn−2))/T
(3) if k1> k2
(4) k0 � k1 + log10(k1−k2)
(5) else
(6) k0 � k1
(7) end
(8) pi(tn + 1)� k0 ∗ T+ pi(tn)
(9) pre(tn + 1)�Ai(tn) + pi(tn + 1)

ALGORITHM 2: Table overflow prediction.
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Since all packets for each flow are counted, for a normal
flow, even with a heavy-tailed distribution, the average time
interval of all packets is significantly smaller than the attack
flow, and the average size of the packets is significantly larger
than the attack flow. )erefore, the attack flow can be
discriminated by defining a threshold sh1 according to
different network scenarios. When f1

attack < sh1, the flow is
considered as an attack flow; when f1

attack >� sh1, the flow is
considered as a normal flow. When the module detects the
Type-I attack flow, the attack flow information is sent to the
OMM for precisely deleting the corresponding flow entries
of the attack flow.

For Type-II attack flow, since each attack flow has a short
time, it is difficult to evaluate them effectively through the
above equation. )us, we designed the identification
pair< switch S, inport P>, which depicts the case that the
traffic of a switch S comes from network access port P. As
shown in Figure 9, it is necessary to establish the identical
pairs between 8 network access ports and 5 network
switches, such as< S1 and S2_inport1>. )e miscalculation
caused by actions such as network source address spoofing
can be effectively overcame in this method. According to the
analysis in 3.3.1, a large number of small flows with only a
single packet exist in the network. In order to effectively
distinguish them from Type-II attack flow, we use the fol-
lowing equation to evaluate the flows with switch i and
network access port as the port k of switch j. Because Type-II
attack flow sends new flows continuously, the switch gen-
erates new flow entries to replace the old ones that are about
to expire, which makes the difference value of Ai,jk between
the two consecutive counts small while Pi,jk is larger. Be-
cause the statistical period is half of idle_timeout, for normal
network access ports, even if there are a great deal of small
flows of single data group, the difference value of Ai,jk be-
tween two consecutive statistics is very large:

f
2
attack(t) �

􏽐
3
n�0 Pi,jk tn( 􏼁

1 + 􏽐
4
n�0 Ai,jk tn+1( 􏼁 − Ai,jk tn( 􏼁

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓

. (3)

Similarly, sh2 is defined according to different network
scenarios. When f2

attack > sh2, Sj_inportk is considered to be
the attack node of Type-II attack flow; when f2

attack < � sh2,
the inport is considered to be a normal network entry port.
When the network inport of Type-II attack flow is detected,
the <switch, inport> identification pair is sent to the OMM
immediately, so that the OMM can delete the flow entries of
flows that come from the specific network inport when the
switch flow table overflows.

4.4. Overflow Mitigation Module. )e OMM has two main
functions: (1) maintaining the network access port of Type-II
attack flows detected by the ADM and (2) selecting the
appropriate flow entries to delete.

For the attack network access port maintenance func-
tion, when detected for the first time, the network access port
is recorded in the form of <switch, inport> pair and deleted
after a certain time (the experimental setting is 5 times
idle_timeout). )e purpose of the deletion here is to remove

the attack port mark timely and effectively after the attacked
port becomes normal.

For the function of selecting the appropriate flow en-
tries to delete, in order to avoid network performance
degradation caused by flow table overflow, SAIA actively
deletes a certain number of n (n � pre(tn+ 1) − 0.9 ∗ Ci) flow
entries by selecting the most suitable flow entries when the
flow table is about to overflow. )e logic for deleting the
flow entries is shown in Figure 10. Here, combining the
ADM to detect the results of the two types of attack flows, it
is divided into three steps to select the flow entries to be
deleted.

Firstly, when the ADM detects a Type-I attack flow, it
directly deletes n flow entries according to the descending
order of the f1

attack values (see Figure 10(b)).
Secondly, if no Type-I attack flow is detected, or if the

number of detected attack flows is less than n, check the
<switch, inport> table maintained by the mitigation module.
If there is an attack port, select the remaining number of flow
entries that need to be deleted from the flow entries with the
inport constraint (see Figure 10(c)).

Otherwise, select the remaining flow entries to delete
from all flow entries in the switch that will overflow the flow
table (see Figure 10(d)).

In the last two steps, the Least Recently Used (LRU)
algorithm is used to select the most suitable flow entry to be
deleted. )is is because the flow entry with the largest LRU
value is generally the flow entry that is about to expire, so
deleting it has little impact on the network, and LRU is easy
to implement without changing the switch [39]. )erefore,
we designed the following equation to calculate the LRU
value of the flow:

fLRU �
β · idleTime

(1 − β) · Pij tn( 􏼁 − Pij t0( 􏼁􏼐 􏼑
. (4)

IdleTime is the time interval between the last match of
the flow entry and the current moment, and Pij(tn) − Pij(t0)

is the number of packets that the flow entry matched in the
last n samples. From the equation, it can be seen that the
higher the value of fLRU, the smaller the number of packets
that the flow entry matched, and the flow entry is not
matched for a long time. To a certain extent, the corre-
sponding entries of the flow with certain attack flow char-
acteristics can be selected with a high probability.

5. Implementation and Evaluation

By building a simulation environment of RYU+Mininet, we
verified the proposed attack detection and defense system
through experiments. )e simulation environment is
deployed on two computers, one of which runs RYU con-
troller (CPU i5-7300HQ 2.5GHz and RAM 16G), and the
other runs Mininet (CPU i5-3470 3.2GHz and RAM 8G).
)e experimental network topology is shown in Figure 9.
)e controller processes table_miss by installing flow entries
of four different matching fields of ARP, ICMP, TCP, and
UDP, where the matching field of ARP is {eth_dst, eth_src,
eth_type}, the matching field of ICMP is {eth_dst, eth_src,
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eth_type, ip_proto}, and the matching field of TCP (UDP) is
{eth_dst, eth_src, eth_type, ip_src, ip_dst, ip_proto,
TCP(UDP)_src, TCP(UDP)_dst}. Table 4 shows the basic
parameters of the experiment in this section. Some different
parameters will be further explained in the specific
experiment.

5.1. Evaluation of the LDoS Attack Impact. We tested the
impact of the flow table overflow attack on the network
performance without SAIA protection in the controller to
verify the harmfulness of the flow table overflow. )at is,
when the switch flow table space is full, the new flow
arriving at the switch is forwarded to the corresponding
port of the switch through the controller without in-
stalling the corresponding flow entry. Figure 11 shows the
comparison between the attack flow and the network
transmission delay and throughput under normal con-
ditions, respectively.

It can be seen from Figure 11(a) that when no flow table
overflow occurs (black line), for a normal flow, except for the
first packet, the latency of subsequent packets is almost 0.
)is is because the first packet of the new flow arriving at the
switch does not have a corresponding flow entry for
matching, and the controller needs to process the flow and
then install the corresponding flow entry to the switch.
When Type-I attack flow causes the table overflow (red line),
the delay of all data packets of the new flow is about 50ms.
)is is because the controller cannot install the corre-
sponding flow entry of the new flow for the switch, resulting
in each packet of the flow being regarded as a new flow.
However, when Type-II attack flow causes the table overflow
(blue line), the first few packets of the new flow have a large
delay. )is is because the Type-II attack flow may have a few
empty flow table spaces for a short time during the con-
version process, which results in the installation of flow
entries of normal packets. As the density of the Type-II
attack flow increases, the number of initial packets with high
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Figure 9: Network topology.
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latency of a new flow will also increase. Accordingly, when
the network is under attack, the network throughput also
drops significantly. It can be seen from Figure 11(b) that the
network throughput decreases from 1Gb/s under normal
conditions to 10Mb/s after being attacked.

5.2. Evaluation of the Flow Table Usage Prediction. )e ef-
fectiveness of the prediction algorithm is evaluated through
experiments which use the topology environment shown in
Figure 9 and generate traffic by 8 hosts. )e controller only
uses SAIA’s DCM and OPM to collect relevant data and
predict the changes of the flow table space of switch S1. )e
experimental results are shown in Figure 12.

It can be seen from Figure 12 that the prediction al-
gorithm can make relatively accurate predictions on the
usage of the flow table space, and, in most cases, the pre-
dicted value is slightly higher than the actual value, which is
helpful to avoid table overflow caused by burst flood flows.
Further, when the number of flow entries is at a high level,
the relative error between the predicted value and the actual
value is less than 10%, and almost all of them are slightly
higher than the actual value, indicating that the flow table
prediction algorithm can be well applied to the detection and
defense system and can effectively deal with the burst flood
flows.

5.3. Evaluation of the Detection and Defense System. To
further verify the effectiveness of the detection and defense
system, we first performed an experimental evaluation on
the active deletion function of the flow entries according to
Section 4.2. In the experiment, the controller sets the size of

the flow table space of switch S1 to 500 flow entries, while the
switch does not limit the size. )e result is shown in Fig-
ure 13, in which the red line is the change curve of the
number of flow entries in S1 over time. As can be seen from
the figure, the number of real-time flow entries in the switch
has always been below 500. Even when the network load is
large, the number of flow entries is only close to 500 but
never exceeds. It can be concluded that SAIA’s active flow
table deletion function can effectively delete a certain
number of flow entries when the flow table is about to
overflow, thereby avoiding the occurrence of table overflow.

In addition, we analyzed the detection and defense ca-
pabilities of the system against flow table overflow LDoS
attacks through another four sets of experiments. In the
topology environment of Figure 9, the hosts h2, h4, h6, and
h8 are defined as normal users, and they generate network
background flows with different distributions to each other
through the D-ITG tool. Hosts h1, h3, h5, and h7 are
controlled by the attacker and use hping3 tool to generate
attack flows, among which h1 and h3 generate Type-I attack
flows and h5 and h7 generate Type-II attack flows. Four
groups of experiments were conducted for the ratios of
different flows. )e ratios of benign user’s flows, Type-I
attack flows, and Type-II attack flows were [1, 0, 0], [0.5, 0.5,
0], [0.5, 0, 0.5], and [0.4, 0.3, 0.3], respectively. When the
flow table overflow is predicted, the deleted flow entries in
each group are shown in Figure 14, where benign, attack1,
and attack2, respectively, represent the flow entries corre-
sponding to normal user’s flow, Type-I attack flows, and
Type-II attack flows. x-axis represents the order in which
flow table deletion events occur, and y-axis represents the
number of deleted flow entries.
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Figure 11: )e impact of attacks on network. (a) )e impact of attack on network delay. (b) )e impact of attack on network throughput.

Table 4: Simulation parameters.

Controller routing strategy SAIA system related parameters
Parameter Routing algorithm Match fields hard-timeout idle-timeout Type-I attack sh1 Type-II attack sh2 α Avgb β
Value Dijkstra 8 tuples 0 s 20 s 10 2 0.8 128 0.6
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It can be seen from Figures 14(a) and 14(b) that when
there are only normal flows in the network, the flow entries
that SAIA should delete in response to the flow table
overflow events are all flow entries corresponding to the
normal flow; and when the normal flows and the Type-I
attack flows account for 50%, respectively, in the network,
the flow entries deleted by SAIA only contain the flow entries
corresponding to the attack flows. )is shows that the
impact of Type-I attack flow on the network can be identified
and suppressed effectively by the SAIA system. In
Figure 14(c), when the normal flows and Type-II attack flows
account for 50%, respectively, in network, the deleted entries

of real attack flows account for 70%. )e reason for certain
misjudgment is that SAIA determines the Type-II attack flow
based on the traffic information of the network port; that is,
it identifies the network port, not the specific attack flow.)e
70% recognition rate also means that most attack flows can
be detected and suppressed. For the Type-I attack flow
during the 1st and 6th deletion process, through further
analysis of the feedback information of the switch, it is found
that the one-time ARP data flow was mistakenly classified as
attack flows. Since ARP only needs to interact once in the
end-to-end communication of the actual network, deleting
the corresponding flow entry will not only not affect the
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normal network communication, but also reduce the uti-
lization rate of the flow table space. In Figure 14(d), when the
three types of flows account for 40%, 30%, and 30%, re-
spectively, many entries of Type-I attack flows with most
obvious attack characteristics are deleted first, and then
entries of Type-II attack flows are deleted. In summary, it
can be found that the table overflow LDoS attacks can be
detected and defended effectively by SAIA proposed in this
paper.

In order to evaluate the resource utilization of the SAIA
detection and defense system at different network scales, we
launched two sets of experiments: the CPU resources oc-
cupied by the SAIA detection and defense system at different
network scales and the extra total bandwidth of the secure
channels occupied by the systems at different network scales.

As can be seen from Figure 15, the CPU resources occupied
by SAIA attack detection and defense system showed a linear
increase (about 8.5%/100 switches), and the additional
bandwidth of total security channel occupied by SAIA also
increases linearly (about 0.7Mbps/100 switches). )is shows
that SAIA is a lightweight detection and defense system.

Finally, the detection performance of the SAIA detection
and defense system under different network scales was
experimentally verified. At each network size, 50 experi-
ments were done. As shown in Figure 16, the SAIA detection
and defense system can have excellent detection effects
under different network scales. Even when the network scale
is 300, the detection success rate of two attack types can still
reach 90%, and this part of the attack flow is preferentially
deleted when the flow table is about to overflow.
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6. Conclusion

)e new architecture of SDN not only enhances the network
control capability but also brings some new security threats.
Table overflow LDoS attack is a destructive attack. In this
paper, two typical flowmodels of table overflow LDoS attack
were studied, and corresponding SAIA detection and de-
fense mechanism were proposed. In SAIA, the data col-
lection module can effectively collect relevant data in real
time through active and passive methods, such as flow table,
flow entries, and the number of matched bytes of a flow
entry. )e table overflow prediction module can predict
table overflow with 10% relative error and can adapt to
sudden traffic in network. )e attack detection module and

the attack mitigation module can detect the attack flow and
effectively delete the corresponding flow entries to provide
the flow table space for the normal new flow. Experiments
show that SAIA can be deployed in a light-weight manner on
a large scale and can have better attack detection and defense
effects. At the same time, in the absence of attack flow, when
the flow table overflows, the corresponding flow entries can
be deleted according to the LRU algorithm to alleviate the
network performance degradation caused by table overflow.

In the future work, improvements can be made from
the following two points: first, combine the controller’s
whole network view with the number of new flows of each
edge switch and use intelligent algorithms such as machine
learning to predict the flow table overflow of the core switch
more accurately; second, machine learning method can be
considered to improve the detection accuracy of attack
flow.
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