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Using the convolutional neural network (CNN) method for image emotion recognition is a research hotspot of deep learning.
Previous studies tend to use visual features obtained from a global perspective and ignore the role of local visual features in
emotional arousal. Moreover, the CNN shallow feature maps contain image content information; such maps obtained from
shallow layers directly to describe low-level visual features may lead to redundancy. In order to enhance image emotion rec-
ognition performance, an improved CNN is proposed in this work. Firstly, the saliency detection algorithm is used to locate the
emotional region of the image, which is served as the supplementary information to conduct emotion recognition better.
Secondly, the Gram matrix transform is performed on the CNN shallow feature maps to decrease the redundancy of image
content information. Finally, a new loss function is designed by using hard labels and probability labels of image emotion category
to reduce the influence of image emotion subjectivity. Extensive experiments have been conducted on benchmark datasets,
including FI (Flickr and Instagram), IAPSsubset, ArtPhoto, and Abstract. 'e experimental results show that compared with the
existing approaches, our method has a good application prospect.

1. Introduction

Image sentiment analysis is becoming a research hotspot in
the field of computer vision [1–6]. It is more difficult to
analyze images at the emotional level compared with the
recognition of objects in images [7–13] mainly because of the
complexity and subjectivity of emotions [4]. First of all, due
to the complexity of emotion, image emotion recognition
work is to analyze the image at the emotional level, and the
expression of emotion is also affected by numerous feature
information [14], so it is difficult to design a discriminative
representation feature to cover enough feature information,
such as color, texture, and semantic information. Secondly,
due to the subjectivity of image emotion, people with dif-
ferent lives and cultural backgrounds may have different
emotional responses to the same image which makes it
difficult to collect hard emotion labels of the image and lead
to the uncertainty of the image’s category label.

In previous studies, many researchers have proposed
methods to solve the complexity and subjectivity of image
emotion. For instance, Borth et al. [14] developed a visual
sentiment ontology, which consisted of 1200 concepts and
associated classifiers, and each concept was composed of an
adjective expressing emotion and a noun related to object or
scene. In the work of image emotion analysis, manual
features, including color, texture, composition, balance, and
harmony [2, 15, 16], are first used to analyze the emotion of
the image. However, handmade features are unable to fully
express the relationship between visual information and
emotional arousal because handmade features cannot cover
the important features related to image emotion [17].

Recently, researchers began using CNNs to solve difficult
problems in image sentiment classification to further im-
prove classification performance [1]. Different from the
manual features, CNN can learn image representation in an
end-to-end manner. Research results have proved that deep
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CNN features are better than manual features in image
emotion recognition [17]. However, due to the complexity
and subjectivity of emotions, analyzing images at the
emotional level is a more challenging task compared with
traditional visual tasks, such as object classification and
detection in the image. For the complexity of image emotion,
most images can cause different emotional reactions, rather
than a unique emotion. Previous studies mainly used visual
features extracted from the global view of the image for
emotion recognition, while ignored the fact that expression
of image emotion mainly depends on the local regions of an
image. Figure 1 shows the image samples and the main
regions in them to evoke emotion. Obviously, some local
regions of the image contain more emotional information
than others. Besides, Alameda-Pineda et al. [18] pointed out
that CNNs were unable to effectively extract emotional
information from abstract paintings, which means emotions
not only are induced by image semantics but also are
conveyed through low-level visual features, such as texture,
color, and shape.

In order to understand how CNNs designed for object
recognition task works in image emotion recognition task,
many studies on deep feature representation on convolu-
tional neural network processing level have been conducted.
Research shows that emotion recognition of the deep model
is mainly based on semantic features of images, which can
explain the successful application of CNN in image emotion
recognition [2]. On the other hand, when the image is
processed by the deeper CNN layers, the low-level visual
features are gradually reduced. In some cases, people pay
more attention to the background of the image than to the
object in the image, that is, nonobject components may be
more emotional than image contents [18].'is requires us to
introduce the low-level visual features of the image when
designing the classification features, but if we directly use the
feature map obtained from the shallow network to describe
the low-level visual features, there will be a problem of
redundancy because the feature map also contains the image
content information. Inspired by the work of image style
transformation [19–21], we apply Gram matrix transfor-
mation on the feature maps from the shallow layers of the
network to reduce the redundancy of image content.

In order to enhance the image emotion recognition
performance, the CNN is proposed to improve with the
following. Firstly, use the saliency detection method to
extract the features of the local emotional regions to better
invoke the emotions. Secondly, introduce multiple side
branch structures in network to obtain the feature maps of
the shallow layers and use the Gram matrix to transform the
feature maps to decrease redundancy. Finally, design a new
loss function by using the hard labels and probability labels
of image emotion categories to reduce the impact of image
emotion subjectivity on classification.

In summary, the contributions of our paper are sum-
marized as follows:

(1) Use saliency detection algorithm to locate the
emotional region in the image and extract the fea-
tures of the emotional region in the image, which can
avoid the noise information in the nonemotional
region and give more attention to the local emotional
regions.

(2) Design a method to calculate the Gram matrix of the
feature map. After Gram matrix transformation, the
redundancy of the image content information in the
feature map is reduced, and new low-level visual
features are obtained.

(3) Propose a new loss function by using the hard labels
and probability labels of image emotion categories to
reduce the impact of image emotion subjectivity on
classification.

'e remainder of this paper is as follows. In Section 2, we
summarized and reviewed the related work of image
emotion recognition and image saliency detection. Section 3
introduced our model and improvement work. Section 4
introduced the datasets used in the experiment and pre-
sented the experimental results and analysis of this work. In
Section 5, our main work and future research keys are
summarized.

2. Related Works

'e analysis of images and videos on the emotional level has
attracted the attention of more and more researchers
[22–25], and a lot of research works have been carried out. In
this section, we focus on reviewing the related work of image
emotion analysis and image saliency detection.

2.1. ImageEmotionAnalysis. In the work of image sentiment
classification, the method of designing multilevel visual
features of images and applying them to image sentiment
analysis has been widely tracked. Yanulevskaya et al. [15]
first proposed low-level visual features, including Gabor and
Wiccest features, to classify the emotions of artworks. Soli
and Lenz [26] introduced an image descriptor based on color
and emotion. 'is method is derived from psychophysical
experiments for image classification and uses SIFT features
for emotion prediction. Machajdik and Hanbury [2], based
on art and psychological theories, defined a rich handcrafted
middle-level feature from the aspects of composition, color
change, and texture. Zhao et al. [16] introduced the middle-
level visual features designed based on the concept of
principle-of-art to extract emotion features (PAEF) to
classify image emotion. However, compared with the fea-
tures extracted from the CNN model, these manual features
are mainly concentrated on low-level visual features. Due to
the limited feature types and lack of exploration of high-level
semantic information in images, it is difficult to cover all
important factors related to image emotions.
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In recent years, due to the excellent performance of CNN
methods, researchers have applied the CNN method in
image emotion analysis. Peng et al. [27] first applied the
pretrained CNN model on ImageNet [28] for image senti-
ment analysis and achieved excellent classification results.
You et al. [29] introduced a progressive strategy training to
train the CNN model on a large-scale web image dataset to
detect the emotion of the image. Rao et al. [17] proposed a
multi-instance learning framework in order to obtain the
multilevel deep representations of an image and obtained an
exciting recognition result. You et al. [30] used the attention
model to extract local emotional region features for emo-
tional analysis. Yang et al. [31] proposed coupled CNN with
two branches, which used both global and local information
of an image. However, most of the studies did not fully use
the local emotional regions of image, which limited the
classification performance of the model.

2.2. Saliency Detection. Due to the powerful representation
ability of deep features, the saliency detection method based
on deep learning gradually surpasses the traditional method
based on manual features [32–34]. Inspired by fully con-
volutional networks [35], more and more researches paid
attention to predict the saliency map at the pixel level. Liu
et al. [36] introduced an attention mechanism to guide the
feature integration process by a U-shape model. Liu et al.
[37] proposed a two-stage network algorithm.'e algorithm
generates a rough saliency map and combines local context
information to refine the saliency map recursively and hi-
erarchically. Hou et al. [38] introduced short connections in
the multiscale side output to capture fine details. Zhang et al.
[39] used a bidirectional structure to pass messages between
the multilevel features extracted by the convolutional neural
network to better predict the saliency map. Xiao et al. [40]

first used a distracted detection network D-Net to crop the
interference region in the image and then used the saliency
detection network S-Net for saliency detection.

3. The Proposed Method

In order to improve image emotion recognition perfor-
mance, an improved CNN is proposed, and the framework
of our method is shown in Figure 2. 'e model includes the
following improved components. (1) Two input branches:
one is the original image input branch, and the other is the
saliency image input branch. In the first branch, the network
structure is modified based on Inception-v4 [41]. Firstly, the
fully connected layer after the last convolutional layer in the
Inception-v4 network is removed. Secondly, the side branch
structure is introduced at three different depths of the
network, and each side branch structure is composed of a
convolutional layer and the convolution kernel size is 1 × 1.
In the second branch, the network structure is also modified
based on Inception-v4, and the fully connected layer after
the last convolutional layer is removed. (2) 'ree fully
connected layers work after the two branch inputs are
completed. (3) A softmax layer generates the probability of
each category and works after the fully connected layers.

In the input branch of the original image, the image
semantic features on the global view are obtained from the
last fully connected layer, and the feature maps from the
multiple layers of the network are obtained from the side
branches, and these feature maps are used as the input to
calculate the Gram matrix. In the input branch of saliency
map, the feature of local emotion region is extracted from
the last convolution layer. Semantic features, local emotional
features, and low-level visual features of the image are in-
tegrated into the hybrid representation features of image
emotion classification. Finally, the hybrid representation

(a)

(b)

Figure 1: Examples of emotion images and emotion arouse regions. (a) Images from the image emotion datasets. (b) Visualization of the
main regions to invoke emotions.
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features are input into the final fully connection layer and
Softmax layer to predict the emotion category.

3.1. Saliency Detection and Local Emotional Features’
Extraction. 'e human visual system only processes the
vital part of image and meanwhile pays little attention to
other parts, which prove that the human visual system has a
certain mechanism to choose possible object positions when
observing objects. So, the researchers consider that the
object regions in the image are an emotional region with
more emotions. In fact, the local regions covered by objects
are more likely to attract people’s attention and arouse their
emotion. 'e saliency of the image highlights the degree of
human attention to information-rich region and represents
the different visual perceptions presented by different re-
gions in the image. Based on the image saliency features, the
saliency detection is used to locate the local region covered
by objects in the image and extract the local emotional
features of the image.

Firstly, image saliency detection algorithm is used to
generate saliency image Y � y1, y2, . . . , yn , yi ∈ Rw×h,
from corresponding original images X � x1, x2, . . . , xn ,
xi ∈ R3×w×h, where w and h represent the width and height of
the image, respectively. 'e saliency image is a binary image,
and the size of the saliency image is the same as that of the
original image. 'e element value of the object region of the
original image is 1, while the element value of the nonobject

region is 0. 'us, the local emotion region T can be cal-
culated according to

T � X•Y, (1)

where • is the operator to multiply the elements of matrix X
and the matrix Y.'en, input T into the saliency image input
branch of the Siamese network to extract the local emotional
features of the image.

3.2. Gram Matrix and Low-Level Visual Feature Extraction.
'e low-level visual features of the image are mainly con-
centrated in the shallow layers of the neural network [17].
'ere exists a problem of redundancy if we directly use the
feature map obtained from the shallow layer of the network
to describe the low-level visual features because the feature
map also contains the image content information (e.g.,
objects and general scenery) [18].

In this paper, the low-level visual features are trans-
formed by Gram matrix operation to reduce the redun-
dancy. For each layer, use the feature maps to calculate the
Gram matrix with the following steps. Firstly, vectorize each
feature map Fi of size w × w in the convolutional layer to
obtain a one-dimensional vector of length L � w × w. Sec-
ondly, combine one-dimensional vectors in the order of the
feature maps to obtain a matrix F ∈ RN×L, where N repre-
sents the number of feature maps in the convolutional layer.

low-level 
feature

global feature

concat ⊕

so
ftm

ax

Emotional 
distribution loss

Classification loss

local feature

(a) Obtaining multi-level visual 
features of image

side branch structures

Gram Matrix

(b) Calculating the Gram matrix of the 
feature maps

(c) Extracting local emotional features

(d) A new loss function

Figure 2: An overview of the proposed model. (a) 'e multilevel visual features are extracted by multiple side branch structures. (b) 'e
Gram matrix of feature maps is calculated to reduce redundancy. (c) 'e saliency detection algorithm is used to locate the local emotion
region of the image. (d) 'e hard label and probability label of image emotion category is used to design a new loss function.
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Finally, calculate the Gram matrix M ∈ RN×N of this con-
volutional layer according to

M � FF
T

. (2)

Each element Mij in the Gram matrix is the inner
product between the Fi and Fj, which can be obtained by

Mij � 
k

FikFjk. (3)

'e procedure is summarized in Algorithm 1.

3.3. Loss Function of Emotional Subjectivity Constraint. In
the collection of affective image data, the majority voting
strategy is widely used to obtain the emotional label of the
image. We calculate the distribution of image emotion based
on the label probability to reduce the subjective influence of
image emotion. 'e emotion theory research shows that the
relationship between two emotions determines their simi-
larity, and the two emotions from similar to completely
opposite can be represented by Mikels’ wheel [42]. As shown
in Figure 3, a distance equation dist(ei, ei−1 � ″feart″) is
defined in Mikels’ wheel to quantify two emotional rela-
tionships. For example, the distance between the emotion
fear and the emotion sadness is dist(fear, sadness) � 1, and
the distance between the emotion fear and the emotion
disgust is dist(fear, disgust) � 2, which indicates that the
similarity between the emotion sadness and the emotion fear
is higher.

Based on the definition of distance in Mikels’ Wheel, the
probability distribution of dominant emotion and other
emotion can be calculated according to

f(i) �

1/distij 

i≠j 1/distij 
1 − p
∗
j , i ∈ V,

0, i ∉ V,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

where j is the dominant emotion category of the image, V
denotes all the sentiment of the same polarity with the
dominant emotion j, p∗j is the probability of dominant
emotion, and f(i) is the probability of other emotions
except the dominant emotion j. So, the probability distri-
bution label of image emotion d(i) � d1, d2, . . . , dn|n � 8 

can be obtained, and the sum of probabilities distribution
 di is normalized to 1.

'rough using the hard label and probability distribu-
tion label, a new loss function can be designed according to

Lsubj � (1 − λ)Lcls + λLkl, (5)

where Lcls is the cross-entropy classification loss, and it can
be calculated by

Lcls � − 
i

yilog pi( , (6)

where yi is the ground truth label and pi represents the
probability that the image belongs to the i emotion category.
'en, the Kullback–Leibler divergence [43] is used to

measure the loss between probability distribution label d(i)

and predict emotion distribution pi. Here, λ controls the
weight of Lkl, and Lkl can be calculated by

Lkl � 
i

d(i)log pi( . (7)

4. Experiments and Results

In this section, our method is compared with other methods
on FI, IAPSsubset, ArtPhoto, and Abstract datasets to
evaluate our model.

4.1. Datasets. In the work of image emotion analysis, the
widely used datasets mainly include FI, IAPSsubset, Art-
Photo, and Abstract, and the number of image samples in
these datasets is shown in Table 1.

Flickr and Instagram (FI) [1]: this emotional dataset
consists of about 23308 affective images. 'ese pictures are
collected by using 8 emotions as search keywords on Flickr
and Instagram social networking sites. 'en, these images
were further labeled by Amazon Mechanical Turk, and the
label of each image was done by five people voting.

In fact, the actual number of images that can be acquired
in this dataset is 22,598 because the network connection for
some images has failed. Table 2 shows the statistics of the
number of available images.

IAPSsubset [2]: international affective image system
(IAPS) is an international general emotion image dataset,
which is widely used in image emotion classification. 'e
dataset contains 1182 documentary-style natural images.
Mikels et al. [42] selected 395 images from IAPs dataset and
mapped them to eight emotion categories.

ArtPhoto [2]: in this dataset, photos are selected from the
art photo-sharing website with emotion category as the
search keyword, with a total of 806 photos. 'e emotional
category of a photo is determined by the artist who uploaded
it.

Abstract [2]: this dataset contains 228 abstract paintings.
'e emotional category of each abstract painting is decided
by 14 different people. 'e emotion that gets the most votes
is the emotion category of each image.

4.2. ImplementationDetails. 'e experiment was conducted
on a computer based on the Pytorch environment. 'e
computer used Intel(R) Xeon(R) CPU E5-2640 2.40GHz
CPU and NVIDA GeForce GTX TITAN GPU (12G
memory). Our classification model is a Siamese network,
and the backbone networks of the two branches are In-
ception-v4. 'e images in the dataset are randomly divided
into training set (80%) and test set (20%): the training set
totally has 18,078 images, and the test set totally has 4519
images. 'e image first scales the image in the range of [320,
480] based on the shortest side, then flips the image hori-
zontally to obtain a mirror image, and then randomly crops
299× 299 image blocks from the original image and the
mirror image as the input of the model. We use the pa-
rameters pretrained on ImageNet to initialize the backbone
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network of the model and use the stochastic gradient descent
method to optimize the model. 'e parameters of our model
are set as follows: the learning rate of model is set to 0.001,

and the weight decay is set to 0.0001. In particular, the
learning rate is divided by 10 after every 5 epochs.'emodel
is trained for up 20 epochs. 'e specific parameter settings
are shown Table 3. Since the backbone network is a pre-
trained model, the learning rate of the backbone network is
set to 1/10 of the global learning rate for fine tuning.

4.3. Baseline

4.3.1. Handcrafted Features. In terms of handcrafted design
features, GCH/LCH/GCH+BoW [44] used SIFT features
based on bag-of-words to establish a 64-bit color histogram
model for global color histogram (GCH) and local color
histogram (LCH). Zhao et al. [16] introduced the middle-
level visual features designed based on the concept of
principles-of-art to extracted emotion features (PAEF) to
classify image emotion. Rao et al. [45] proposed an emotion
classification method based on multiscale blocks. Pyramid
segmentation and simple linear iterative clustering (SLIC)
method are used to segment the image into multiscale
blocks. SentiBank [14] developed a visual sentiment on-
tology, which consist of 1200 concepts and associated
classifiers, and each concept is composed of an adjective
expressing emotion and a noun related to the object or scene.

4.3.2. Deep Features. In terms of deep features, AlexNet [8],
VGG-16 [9], and Inception-v4 [41] all fine tune the pre-
trained weights on the ImageNet dataset and complete the

Input: feature map Fi of size w × w

Output: Gram matrix M ∈ RN×N

Step 1: for each feature map Fi,

Fi �
f

i
11, f

i
12, f

i
1w,

⋮ ⋮ ⋮
f

i
w1, f

i
w2, f

i
ww

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

vectorize Fi in convolution layer into a one-dimensional vector
Li � f

i
11, f

i
12, · · · f

i
1w, · · · f

i
w1, f

i
w2, · · · f

i
ww, , denoted as L1, L2, . . . , Li i � 1, 2, 3, . . . N;

Step 2: combine N one-dimensional vectors Li into a matrix F in the order of the feature maps, denoted as F ∈ RN×L, L � w × w.

F �

f
1
11, · · · f

1
12, f

1
1w, · · · f

1
w1, f

1
w2, · · · f

1
ww,

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
f

N
11, f

N
12, · · · f

N
1w, · · · f

N
w1, f

N
w2, · · · f

N
ww,

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

Step 3: get the transposed matrix FT ∈ RN×L of matrix F ∈ RN×L, and compute the Grammatrix M ∈ RN×N according to equation (3).

ALGORITHM 1: Procedure for applying the Gram matrix to convert the feature map.

Excitement

Sadness

Contentment

Anger

1

2

3

45

2

3

4

Awe

Fear

Disgust

Amusement

dist (ei , ei–1  = ″fear
″)

Figure 3: Mikels’ emotion wheel and example of the emotion
distance for emotion fear and other emotion [42].

Table 1: Statistics of the number of images in each image emotion
datasets

Dataset IAPSsubset Artphoto Abstract FI
Amusement 37 101 25 4942
Anger 8 77 3 1266
Awe 54 102 15 3151
Contentment 63 70 63 5374
Disgust 74 70 18 1658
Excitement 55 105 36 2963
Fear 42 115 36 1032
Sadness 62 166 32 2922
Sum 395 806 228 23308

Table 2: Statistics of the number of available images in FI emotion
dataset.

Categories Number of
samples Categories Number of

samples Sum

Awe 3036 Disgust 1631
Contentment 5268 Fear 1009
Excitement 2808 Sadness 2771
Amusement 4847 Anger 1228
Sum 15959 6639 22598
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emotion classification with the help of transfer learning.
Deep SentiBank [46] proposed 2089-dim adjective-noun
pair features based on CNN. PCNN [29] proposed a pro-
gressive strategy training to train the CNN model on the
large-scale web image dataset to detect the emotion of the
image. On the basis of AlexNet, Rao [17] obtained multilevel
deep features by constructing multiple side branches in the
network. Yang [47] proposed a learning method based on
label distribution, which aims to solve the subjective
problem of image emotion. WSCNet [31] proposed a weakly
supervised coupled convolutional network with two
branches.

4.4. ExperimentalValidation. In this paper, the classification
model for large-scale emotional image dataset (FI) is ini-
tialized by using the parameters pretrained on the ImageNet
dataset and then fine tuning the model on the FI dataset to
complete the classification task. For small-scale datasets
(IAPSsubset, Artphoto, and Abstract), the classification
model is initialized by using the parameters pretrained on
the FI dataset and then further fine tuning the model to
complete the classification tasks.

4.4.1. 9e Effectiveness of Local Emotional Feature. To val-
idate the effectiveness of the local emotional features, we
designed a comparative experiment on the FI dataset. (1)
Our model only uses the global feature from the last con-
volutional layer of the original image input branch of our
model and low-level visual features. (2) Our model only uses
the local emotional feature extracted from the local emo-
tional region of the image. (3) Our model uses hybrid
classification features composed of global semantic features,
local emotional features, and low-level visual features. Ta-
ble 4 shows the classification performance of our model with
the three configurations on the FI dataset. Specifically, the
global view only means that the model uses the global se-
mantic feature and the low-level visual features, the emo-
tional region only means that the model only uses the local
emotional feature extracted from the local emotional region
of the image, and the global view+ emotional region means
that the model uses hybrid classification features composed
of global semantic features, local emotional features, and
low-level visual features. As shown in Table 4, the model in
(1) only uses global semantic features and low-level visual
features, while the model in (3) uses local emotional features
as supplementary information, and the classification accu-
racy of the model is improved about 4%, which shows that
combining emotional features from local emotional regions
can effectively improve emotional classification performance

than using global features only. In (2), when the model only
uses the features from the local emotional region, the
classification performance of the model is severely reduced,
which illustrates the importance of extracting semantic
features from the global view of the image.

In Figure 4, the classification confusion matrixes of our
model are shown in the two configurations of whether or not
to use image local emotional features. It can be seen that
applying local emotional features can enhance the classifi-
cation performance of model and produce a more balanced
recognition result for each emotion category.

4.4.2. 9e Effectiveness of Gram Matrix Transform. In order
to get more low-level visual features, we introduce multiple
side branches into the network. Each side branch is com-
posed of a convolution layer. We apply Algorithm 1 to each
side branch, respectively, and transform the feature map to
obtain the low-level visual feature of the image
Gi|i � 1, 2, 3, . . . . As shown in Table 5, C represents a
hybrid feature composed of global semantic features and
local emotional features, L represents the low-level visual
features described by the feature map directly, and G rep-
resents the low-level visual features captured from the
feature map by using the Gram matrix. In Table 5, the best
classification result can be obtained by combining the fea-
ture C and feature G1, G2, G3 . 'e low-level visual features
captured from the feature map can get better classification
results. It also can be seen that when L4, L5or G4, G5from the
high layers of the network are added, the classification ac-
curacies decreased. Adding feature G4, G5 has less effect on
classification performance compared with adding feature L4
and L5. 'is shows that the Gram matrix transform can
effectively reduce the redundancy of image content infor-
mation in the feature map.

4.4.3. 9e Effectiveness of Loss Function. Our new loss
function Lsubj is designed by using the hard labels and
probability labels of image emotion categories, trying to
reduce the impactive of image emotion subjectivity. Dif-
ferent from the cross-entropy loss function Lcls, Lsubj

maximizes the difference between emotion classes and
emphasizes the relationship between emotion categories by
comprehensively constraining the classification loss and
emotion distribution loss. 'e two loss functions mentioned
above were used to conduct comparative experimental on
the FI dataset, and the results are shown in Table 6. As can be
seen, the classification performance of the model has been
improved after applying the Lsubj loss function. In particular,
the classification accuracy of our model is improved by
about 1.4% after applying the Lsubj loss function, which
shows the effectiveness of our loss function.

Table 3: Initial parameters of our model.

Parameters Value
Learning rate 0.001
Weight decay 0.0001
Momentum 0.9
Batch size 32
Epoch 20

Table 4: 'e classification accuracy on the FI dataset.

Method Accuracy (%)
Global view only 66.14
Emotional region only 59.82
Global view+ emotional region (ours) 70.23
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4.4.4.9e Choice of Parameter λ. In this work, parameter λ is
used to control the weight of classification loss and senti-
ment distribution loss. When λ is set to 0, the proposed loss
function is the cross-entropy loss, and λ is set to 1 and
indicates that the proposed loss function is equal to KL loss
essentially. Figure 5 shows the accuracy change under dif-
ferent values of parameterλ. When λ increases from 0 to 0.4,
the classification performance has a significant

improvement. However, when it further increases to more
than 0.5, the classification accuracy begins to decrease.
Figure 5 shows that when the weight of Led is set too large, it
may lead too much ambiguity.

4.5. Compare with the Other Methods

4.5.1. Compare on Large-Scale Datasets. To further indicate
the effectiveness of the proposed model, we compare it with
the methods shown in Table 7. Our model has obviously
achieved better results compared with the method based on
manual features of SentiBank [14] through using hybrid
representation features, which consist of global sematic,
local visual, and low-level visual features. We can see that the
performance of our model is better than those of CNN
networks specifically proposed for object recognition tasks
in Table 7, such as AlexNet [8], VGG-19 [9], and Inception-
v4 [41]. Moreover, our model achieves better classification
performance compared with the deep learning model pro-
posed for image emotion classification, such as Yang et al.
[47], MldrNet [17], and WSCNet [31], which shows the
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Figure 4: Classification confusion matrix on the FI dataset. (a) Our model without local emotional feature. (b) Our model with local
emotional feature.

Table 5: Comparison of classification results on the FI dataset using different feature combinations.

Method Accuracy (%)
C 67.8
C + L1  68.20
C + L1, L2  68.67
C + L1, L2, L3  69.12
C + L1, L2, L3, L4  67.52
C + L1, L2, L3, L4, L5  67.13
C 67.8
C + G1  68.54
C + G1, G2  69.30
C + G1, G2, G3  70.23
C + G1, G2, G3, G4  68.74
C + G1, G2, G3, G4, G5  68.31

Table 6: Comparison of classification results on the FI dataset
using different loss functions.

Method Accuracy (%)
AlexNet + Lcls 58.61
ResNet101 + Lcls 60.82
Inception-v4 + Lcls 60.75
Ours + Lcls 70.23
AlexNet + Lsubj 60.32
ResNet101 + Lsubj 62.77
Inception-v4 + Lsubj 62.66
Ours + Lsubj 71.65
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effectiveness of our global and local hybrid representation
features, as well as the effectiveness of our loss function.

4.5.2. Compare on Small-Scale Datasets. In order to verify
the performance of the model more comprehensively, we
also designed a comparative experiment on a small dataset,
including IAPSsubset, Abstract, and ArtPhoto. Before the

experiment, we randomly divided the image samples of each
category in the dataset into 5 batches. 'en, 5-fold cross
validation is performed to obtain results. Especially, the
emotion category anger has only 8 and 3 samples in the
Abstract and IAPSsubset datasets, respectively, performing
5-fold cross validation is not enough. 'erefore, the clas-
sification result of emotion anger on these two datasets is not
reported. 'e experiment results are shown in Figures 6–8.
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Figure 5: Impact of different λ on the FI dataset.

Table 7: Comparison of classification performance on the FI dataset.

Method Accuracy (%)
AlexNet [8] 58.61
VGG-16 [9] 59.75
Inception-v4 [41] 60.75
MldrNet [17] 67.75
Yang [47] 67.64
WSCNet [31] 70.07
Ours 71.65
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Figure 6: Performance evaluation on the IAPSsubset dataset.
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Our method outperforms to Machajdik et al. [2], Zhao et al.
[16], and MldrNet [17] in IAPSsubset, Abstract, and
Artphoto.

5. Conclusions

In this paper, a CNN framework based on saliency detection
and Gram matrix is proposed to improve image emotion
recognition performance, and ourmethod have been applied
on many famous problems, including FI (Flickr and
Instagram), IAPSsubset, ArtPhoto, and Abstract. 'e clas-
sification accuracies have been compared with those of other
competing methods in the literatures, and the results show
that our method has improved the image emotion recog-
nition performance. 'rough experimental analyzing, it can
be drawn that saliency detection, Gram matrix transfor-
mation, and new loss function are effective in increasing
recognition accuracy, which indicates that the proposed
method has potential application ability. In the future work,
our main task is to integrate this improved CNN into the
actual applications and conduct emotion recognition for
video data automatically to better serve the society.
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