
Research Article
Dual-Tree Complex Wavelet Transform-Based Direction
Correlation for Face Forgery Detection

Shichao Gao , Ming Xia, and Gaobo Yang

College of Computer Science and Electronic Engineering, Hunan University, Changsha 410082, China

Correspondence should be addressed to Gaobo Yang; yanggaobo@hnu.edu.cn

Received 17 June 2021; Accepted 28 August 2021; Published 29 September 2021

Academic Editor: Beijing Chen

Copyright © 2021 Shichao Gao et al. (is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of face synthesis techniques, things are going from bad to worse as high-quality fake face
images are unnoticeable by human eyes, which has brought serious public confidence and security problems. (us,
effective detection of face image forgeries is in urgent need. We observe that some subtle artificial artifacts in spatial
domain can be easily recognized in transformation domain, and most facial features have an inherent directional cor-
relation, and generative models would ruffle this kind of distribution pattern. Inspired by this, we propose a two-stream
dual-tree complex wavelet-based face forgery network (DCWNet) to expose face image forgeries. Specifically, dual-tree
complex wavelet transform is exploited to obtain six directional features (±75°, ±45°, ±15°) of different frequency
components from original images, and a direction correlation extraction (DCE) block is presented to capture the direction
correlation. (en, the direction pattern-aware clues and the original image are taken as two complementary network
inputs. We also explore how specific frequency components work in face forgery detection and propose a new multiscale
channel attention mechanism for features fusion. (e experimental results prove that the proposed DCWNet outperforms
the state-of-the-art methods in open datasets such as FaceForensics++ and achieves high robustness against lossy
image compression.

1. Introduction

In recent years, various deep learning technologies such as
FaceSwap [1], Deepfake [2], and Face2Face [3] have pre-
sented for facial image manipulations which change the
attributes of face images. Besides, some generative adver-
sarial network- (GAN-) [4] based works can even create fake
faces without target images. As shown in Figure 1, these
artificial products seem scarily real that it is difficult to find
fake face images from real ones by naked eyes. (is brings
great threats to public information security. For example,
these techniques might be used to produce pornographic
videos or scams. (us, how to distinguish real and fake face
images has attracted more attentions in the community of
image content security.

Many works have been proposed to use artificial intel-
ligence (AI) to fight with AI, namely, using deep learning

methods to differentiate real images from fake ones. Among
them, some sophisticated convolutional neural network
(CNN) structures [7–10] were proposed or they were
combined with hand-crafted features [11–13] to achieve
better performance. However, what makes CNNs be much
more perceptive than humans? Some researchers tried to
provide some explanations to this from frequency domain
[14–17]. Nevertheless, the conventional frequency-domain
transformation methods, such as FFT [18] and DCT [19], do
not keep well the spatial information of the original image.
(at is, the images with distinct visual contents might have
the same spectral amplitudes. (us, vanilla CNN structures
might be inapplicable. In [16], the frequency features
extracted by frequency-aware decomposition (FAD) and
local frequency statistics (LFS) were combined with sliding
window DCT (SWDCT) to preserve the spatial structure of
the image to some extent.
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Wavelet transform has been widely used in various
image applications such as denoising, compression, and
texture classification. Compared with fast Fourier transform
(FFT) and other transforms, wavelet transform preserves
well multiscale image spatial structure, which makes it to be
known as textual microscope. (is motivates us that wavelet
transform might be compatible with CNN for face forgery
detection tasks.

(e direction-related details such as facial contour,
wrinkles, and light-shadow cross lines are intuitive yet ef-
fective for face image forensics. Dual-tree complex wavelet
transformation (DTCWT) was proposed to overcome the
translation sensitivity, which has higher directional selec-
tivity than traditional wavelets [20]. We exploit the DTCWT
to reveal the correlation between facial features in different
directions. Moreover, wavelet transformation decomposes
the original image into multiple scales. Among them, the
low-level features provide richer details, whereas the high-
level features provide more semantics information. It is well-
known that both low-frequency and high-frequency infor-
mation is useful for image classification tasks [21]. Is it the
same for face image forensics? If so, what is the role each
component plays in face forgery detection and how can we
fuse multiscale features?

In this work, we propose a novel two-stream deep
network for face image forgery detection. One stream
exploits DTCWTto learn multiscale directional features. In
Figure 2, we show the results of the two-stage DTCWT on
the original face image. Each stage contains six different
directional features. (e other stream takes the original
image as input which provides low-frequency and pixel-
level information for the network. Moreover, to fully ex-
ploit different frequency components, we propose a mul-
tiscale channel attention (MSCA) mechanism to fuse
multiscale frequency-domain features from direction
correlation extraction (DCE) block. (e main works and
contributions are three-fold: (1) DTCWT is combined with
CNN for face image forensics. It addresses face forgery
detection from a new perspective, in which a novel DCE

block is proposed to extract the correlation features. (2) A
MSCA mechanism is proposed to improve feature fusion
efficiency. (3) We demonstrate that face image forensics is
different from image classification, and the influence of
various frequency components on face forgery detection is
well studied.

(e remainder of this paper is organized as follows:
Section 2 summarizes the related works. Section 3 presents
the proposed DCWNet. Section 4 reports the experimental
results, and conclusion is given in Section 5.

2. Related Work

(e recent AI-enabled face forgeries can generate fake face
images without any noticeable artificial artifacts. CNNs have
achieved great success compared with the earlier works
which exploit hand-crafted features [22, 23]. Many face
forgery detection works have been presented for better
accuracy or interpretability.

2.1. Pixel-Level Forgery Detection. (e most widely used
method is to input the original images into CNN, either in
RGB or HSV color space. In [24], Dang et al. proposed a
CNN-based approach integrated with an attention mech-
anism to improve the feature maps. Inspired by image
steganalysis, Nataraj et al. proposed to combine pixel
cooccurrence matrices with CNN for face forgery detection
[13]. (e model was trained on the dataset generated by
CycleGAN [25] and had an extra test on face images
generated by different GAN structures (StarGAN [26]). (e
experimental results showed that their work has good
generalization capability. Afchar et al. proposed to use two
existing networks, namely, Meso-4 and Meso-Inception-4,
to exploit the mesoscopic properties of the images [27].
(ey achieved an accuracy of the ACC up to 98.4%. Guo
et al. proposed an adaptive manipulation trace extraction
network (AMTEN) [14]. It predicts manipulation traces by
an adaptive convolution layer, which are also reused to

(a)

(b)

Figure 1: Real and fake face images. (a) Real face images. (b) From left to right, fake face images generated by Deepfake, FaceSwap,
Face2Face, Neural Textures [5], and StyleGAN [6].
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maximize manipulation artifacts. For various face forger-
ies, AMTEN achieved an average accuracy of 98.52%.
Nirkin et al. thought that Deepfake methods produce
discrepancies between faces and their context. (eir ap-
proach involved two networks and used the recognition
signals from these two networks to detect such discrep-
ancies [28]. In addition, recurrent neural network (RNN)
was also exploited by considering face images with tem-
poral properties [29–31]. Some other works exploited vi-
sual artifacts such as 3D head poses incoherence for better
explanations [32–34]. Chen et al. proposed an improved
Xception model for GAN-generated faces [35]. (ey re-
moved the four residual blocks of Xception to avoid the
overfitting problem, and the dilated convolution is used to
replace the common convolution layer. (e proposed
model performed well on their locally GAN-based gen-
erated face (LGGF) dataset.

2.2. Frequency-Based Forgery Detection. Image transfor-
mation refers to transforming an original image from the
spatial domain to other domains such as frequency. (e
common image transformations include discrete cosine
transform [19], fast Fourier transform [18], and wavelet
transform [36], which are widely used in various image
applications such as edge enhancement, image smoothing,
and texture analysis.

In recent years, transform domain processing has been
introduced into face forensics. Qian et al. proposed a
novel F3-Net [16], which exploits frequency-aware
decomposed image components and local frequency
statistics. F3-Net performs well on the FaceForensics++
dataset, especially for low-quality images. Liu et al. found
that the phase spectrum is more sensitive to the up-sample
operation than the amplitude spectrum and proposed to
expose the up-sample traces by exploiting the phase
spectrum [37]. Gong et al. exploited 2D DCTfor each RGB
channel of the original image and then used AutoGAN
[38] to synthesize GAN artifacts in any image without
pretrained model [15].

2.3. Attention Mechanism. (e attention mechanism gen-
erates a set of weighting coefficients, which are often
adaptively weighted to strengthen interested regions and
suppress irrelevant background regions. (ere are three

common attention mechanisms. (e first one is the channel
attention. In SENet [39], global average pooling is used to
obtain the mean value of the channels as the input of the
following fully connected layer. In ECANet [40], 1× 1
convolutions replace the fully connected layer to pay more
attention to the relationship between adjacent channels. (e
second one is the spatial attention mechanism which re-
inforces local areas in each channel. One of the most out-
standing works is CBAM [41]. (e third one is the self-
attention [42], which models the global context through the
self-attention mechanism and effectively captures long-
distance feature dependencies.

3. Our Approach

3.1.DirectionCorrelationExtractionBlock. Face images have
rich directional information such as wrinkles, facial con-
tours, and light and shadow boundaries. (ey have distri-
bution patterns under specific facial movements. (at is,
there are spatial correlations among them.(e AI-generated
fake faces might have weak relevances. (is can be used as
the clue for face forensics, which motivates us to design a
DCE block to expose this, as shown in Figure 3. Conv means
convolution operation, BN represents batch normalization,
and ReLu is the activation function.

Directional correlation contains two parts: (1) local
correlation inside each direction map. (2) Correlation
among different direction maps. For local features, we ap-
plied 3× 3 convolutions on each type of directional feature
maps, respectively.

fn,i � In ∗ C1,i, C2,i, . . . , Cm,i , n � 1, 2, . . . , m{ }, i � 1, 2 . . . k{ }, (1)

where In are the face feature maps of the nth direction
obtained by DTCWT; Ci denotes the convolution kernels;
and fn,i represents the features extracted with Ci in direction
n. In this work, bothm and k are set to 6. For each input, we
obtain the feature maps of six channels, which are con-
catenated to obtain Flocal.

Flocal � concat f1,1 . . . f1,k , . . . fm,1 . . . fm,k  . (2)

(e SE block [39] is an existing channel attention
method. (e input multichannel feature maps are taken into
the global average pooling to obtain the weight array.
Considering the characteristics of the wavelet coefficients,

-75° -45° -15° 15° 45° 75°

Stage 1

Stage 2

Figure 2: Results of two-stage dual-tree complex wavelet transform. Stage 1 is the result of the first wavelet transform on the original image
and stage 2 is the second. Each stage contains six different direction features (±75°, ±45°, ±15°).
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MSCA is adopted to extract features among directional
channels (we will demonstrate MSCA in Subsection 3.2.2).

Fouput � c1×1 ∗MSCAfc Flocal( . (3)

Note that the original 1× 1 convolution in MSCA is
replaced with a fully connected layer (MSCAfc). (e reason
behind this is that the 1× 1 convolution pays more attention
to the correlation among adjacent channels. In contrast, the
fully connected layer is a point-to-multipoint relationship,
which comprehensively describes the relationship between
interval channels. Besides extracting the correlation between
channels, the MSCAfc block also reduces redundant infor-
mation in local features. (us, DCE focuses on directional
components. (en, we apply a 1× 1 convolution operation
C1×1 to further exploit interchannel correlation. In this
manner, the same directional features share the convolution
kernel in wavelet transform.

3.2. Attention-Based Multiscale Feature Fusion. In essence,
multiscale wavelet transform is the stepped dichotomization
of the original image frequency. How each frequency
component works for face forensics task and how to ef-
fectively fuse the directional features obtained from the
multiscale wavelet transform? (us, we proposed a new
attention-based feature fusion method.

3.2.1. .e Impacts of Frequency Components on Face
Forensics. Face forgery detection is different from the tra-
ditional image classification tasks. As claimed in [21], the
deep network models for image classification exploit both
low-frequency and high-frequency information, both con-
tribute to final classification. We conduct a preliminary
experiment by selecting 10k face images in which real and
fake ratios are half. (e fake face images are generated by
four face image forgeries. ResNet18 is exploited for exper-
iments. (ese images are reconstructed by FFT with r as the
radius to keep the centre frequency component
(Figure 4(a)).(e training and testing processes are recorded
in Figure 4(b). (e horizontal axis is the number of epochs
trained, and the vertical axis is the ACC. r is the radius of
masking. (e larger the r is, the more the high-frequency

components are retained. From it, we can observe the fol-
lowing: (1) for low-frequency images, the network converges
much quickly, and three epochs are enough. (2) (e initial
accuracy is continuously improved with the increasing of the
high-frequency components. (3) With the introduction of
higher frequency components, the network benefits less, and
even the accuracy drops.

From the above observations (1) and (2), the network
should learn some features from low-frequency compo-
nents. Note that the frequency components are exploited in
parallel, which is different from the conventional image
classification [21]. Actually, this is also consistent with our
common sense. As we know, image classification is usually
of semantic level, whereas face tampering detection is a fine-
grained classification task. From the observation (3), since
the image often contains some noises that usually exist in the
high-frequency components, the accumulation of high-
frequency components also brings some difficulties to
network learning.

3.2.2. Multiscale Channel Attention. Wavelet transform
can provide multiscale image description due to diverse
frequency components. Both high-frequency and low-
frequency components benefit for face forgery detection.
(us, fusing features is a key issue. (e weights of the
conventional channel attention mechanisms are based on
the mean values of channels, e.g., SENet [39]. Although
they work, yet ignore some important local information
in the subimportant feature channels. (is drawback
inhibits wavelet transform from exerting its capability of
detail representation. Inspired by the receptive field of
human visual cortex neurons, we propose a multiscale
channel attention (MSCA) mechanism, which considers
the importance of local features and minimizes the side
effect of noises. Figure 5 shows the proposed MSCA. Cn
denotes different DCE feature maps. (ey are concen-
trated as Ca.

Ca � concat C1, C2, . . . , Cn( . (4)

We perform maximum pooling with the kernels of 3× 3,
5× 5, and 7× 7 on Ca. For each pooling, we get a 1× 1
channel array by global average pooling.

I1

FlocalI2

Conv
3×3,6

Conv
1×1,3

BN ReLu

Conv
3×3,6 BN ReLu

concat MSCA(fc)

Famong Foutput

Figure 3: Directional correlation extraction block.
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ws � Avg Ca ∗Maxpools×s( , s � 3, 5, 7{ }. (5)

Next, we transpose and concentrate them to 3×1
channels, then we use a 1× 1 convolutional operation (C1×1)
to obtain wf . (e final output is obtained by multiplying Ca
with wf.

wf � concat w3, w5, w7( ∗C1×1, (6)

output � wf ⊙ Ca. (7)

(e maximum pooling strategy strengthens local fea-
tures, while average pooling highlights global information.
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Figure 4: Exploring the effectiveness of different frequencies. (a) (e original image is transformed by FFT, and we retain and reconstruct
frequencies within the circle of radius (r). (b) (e accuracy variation when using different frequency components during training.
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Figure 5: Multiscale channel attention (MSCA).
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(us, the assignment of the weights for each channel is
comprehensively considered by using MSCA. Please note
that the directional features use high-frequency compo-
nents. (e experiment in Subsection 3.2.1 proves that the
low-frequency components also play a role in the model
training. (us, we use a two-stream network to exploit the
low-frequency information and pixel-level features
simultaneously.

Based on the above methods, we proposed our
DCWNet, and Figure 6 shows the framework of the
complete work.

4. Experimental Results and Analysis

4.1. Experimental Setting. Image Dataset. FaceForensics++
is the most recent face manipulation dataset, which has
been widely used in existing works [33, 43]. It is expanded
from the FaceForensics dataset with three quality levels,
namely, RAW (raw), HQ (high quality), and LQ (low
quality). For the FaceForensics dataset, each level includes
1,000 videos, which are directly collected from YouTube
without tampering. (e same amounts of fake videos are
generated by four face forgeries including Deepfake,
Face2Face, FaceSwap, and Neural Textures. In addition, the
FaceForensics++ dataset also contains 363 real videos from
28 actors under 16 scenes. (us, the FaceForensics++
dataset has 1,363 real videos and 4,000 fake videos for each
quality. We extract 60 frames for each real video at equal
interval and 16 frames for each fake video. (e MTCNN
[44] is used to crop the face images. (us, we have 63k fake
face images and 63k real face images, totally 126k face
images. We divide them into 85k, 35k, and 6k face images
as the training set, the testing set, and the validation set,
respectively. In addition, the DFDC preview [45] dataset,
which is a preview dataset of the Deepfake Detection
Challenge, is also used for experiments. It contains 1131
real videos and 4119 fake videos. We obtain 120k face
images from the DFDC preview dataset.

Evaluation Metrics. To evaluate the effectiveness of our
model, we exploit two widely used metrics, namely, clas-
sification accuracy (ACC) and area under receiver operating
characteristic curve (AUC). (e closer the ACC is to 100%

and the AUC is to 1, the better the performance the network
achieves.

Experiment Details.(e ResNet34, which was pretrained
on ImageNet [46], is exploited as the backbone for two
streams. (e Kaiming Batch Normalization is used for
initialization. (e networks are optimized via SGD with 0.9
as the momentum and 0.0005 as the weight decay.We set the
base learning rate as 0.02 and use StepLR as the learning rate
scheduler with half the learning rate per step. (e batch size
is 64 and we train the model for about 14k iterations. (e
whole work is completed upon PyTorch 1.1.0 with two
Nvidia GeForce GTX 1080 Ti GPUs. To speed up the
training process, we save the results of wavelet transform
into local disk in NumPy format.

4.2. Comparisons with the Existing Works. (e proposed
DCWNet is tested on different quality image datasets that
consist of fake images produced by different image
tampering methods. Experimental comparisons are made
among the proposed approach and the existing works.
For the FaceForensics++ dataset, the experimental results
are shown in Table 1. Apparently, the proposed DCWNet
achieves a pretty high ACC (98.73%) and AUC (0.999) on
the FaceForensics++ (HQ) dataset.

For the LQ dataset, DCWNet also achieves desirable
results with the ACC of 97.91% and the AUC of 0.994.
Compared to the baseline networks (ResNet34), DCWNet
achieves the improvement of ACC about 2.05%. (is proves
that the DCE block is effective. Figure 7 reports the ROC
curves for different face forgery detection methods. We also
conduct the experiments on the DFDC preview dataset with
the same experimental setting. Table 2 reports the experi-
mental results.

For different face manipulations, we also test our model.
Specifically, there are four face manipulations for the fake
images in the FaceForensics++ dataset. Each face manipu-
lation has 31k images. Among them, 22k, 8k, and 1k are used
for training, testing, and validation, respectively. Similar
experimental results are obtained, which are reported in
Table 3.

S1 D1

D2

D3

Sn

DCE Block

D
TC

W
T

MSCA
Block

DCE Stream, Resnet-34

conv1 conv2 conv3

7×7,64
stride 2

maxpool 3×3
stride 2
[3×3,64]∗3
[3×3,64]∗3

[3×3,128]∗4
[3×3,128]∗4

conv4

[3×3,256]∗6
[3×3,256]∗6

conv5

[3×3,512]∗3
[3×3,512]∗3

RGB Stream, Resnet-34

conv1 conv2 conv3

7×7,64
stride 2

maxpool 3×3
stride 2
[3×3,64]∗3
[3×3,64]∗3

[3×3,128]∗4
[3×3,128]∗4

conv4

[3×3,256]∗6
[3×3,256]∗6

conv5

[3×3,512]∗3
[3×3,512]∗3

FC

Softm
ax

Add

Figure 6: (e framework of the proposed DCWNet.
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4.3. Ablation Study

4.3.1. .e DCE Block. To prove the contribution of the
proposed DCWNet, ablation study is conducted. We first
explore the influence of the number of directions, and the
experimental results are recorded in Table 4. Even with
features from one direction, the DCE stream achieves high
ACC and AUC. (is proves that the DCE block is powerful
for local feature representation. With more features from
multiple directions, the detection accuracies improve
greatly. (is implies that the features extracted from

different directions are complimentary to each other. We
also compare the effect of the FC layer and 1× 1 convolution
used in MSCA. We observe that with the using of more
directions, FC is better than 1× 1 convolution.

Figure 8 shows some feature maps extracted from the
DCE block.We can notice that the attention responses of the
fake images are distracted, whereas those of the real images
are compact. (e reason behind this is that the directional
features are not strongly correlated in fake face images, while
they are more uniform for real face images.

Table 1: Results on the FaceForensics++ dataset with LQ and HQ.

Methods ACC (LQ) (%) AUC (LQ) ACC (HQ) (%) AUC (HQ)
Meso-4 [27] 54.38 0.542 60.63 0.660
Meso-Incep [27] 58.30 0.694 64.49 0.734
HP-CNN [11] 62.59 0.683 64.09 0.712
Constrained Conv [47] 80.05 0.883 83.40 0.920
AMTEN [14] 83.76 0.868 85.69 0.917
XceptionNet [9] 88.04 0.974 92.29 0.985
ResNet34 [8] 93.93 0.753 96.68 0.803
DCWNet(ResNet34) 97.91 0.994 98.73 0.999
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0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

TP
R

FPR

ROC Curve

DCWNet (AUC=0.9994)
ResNet34 (AUC=0.8030)
HP-Net (AUC=0.7122)
Meso-Incep (AUC=0.7344)
Constrained Conv (AUC=0.9208)
Xception (AUC=0.9850)

Figure 7: ROC curve for different face forgery detection methods.

Table 2: (e experimental results on the DFDC preview dataset.

Methods ACC (%) AUC
Meso-4 [27] 53.71 0.553
Meso-Incep [27] 58.16 0.654
HP-CNN [11] 61.49 0.675
Constrained Conv [47] 81.01 0.877
AMTEN [14] 88.83 0.892
XceptionNet [9] 89.37 0.969
ResNet34 [8] 94.52 0.736
DCWNet(ResNet34) 97.31 0.920
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4.3.2. MSCA. To prove the effectiveness of MSCA, we use
different feature fusion methods for the DCE feature maps.
(e experimental results are reported in Table 5. Specifically,
we conduct experiments for the first (S1) and second (S2)
stages of the wavelet transform, respectively. (e element-
wise addition, self-attention (SE), and MSCA are used for
feature fusion. From Table 5, the MSCA achieves the best
feature fusion. Figure 9 also compares the feature maps from
the DCE stream between SE and MSCA.

5. Conclusion

In this work, we propose a two-stream DCWNet for face
forgery detection. One stream uses the DCE block to exploit
the multiscale directional correlation. To fuse the DCE
feature maps of different scales, MSCA is proposed. (e
other stream uses the original image as input. (e experi-
mental results showed that DCWNet achieves desirable

Table 3: Detection results for different face manipulations.

Methods Deepfake (%) Face2Face (%) FaceSwap (%) Neural Textures (%)
Meso-4 [27] 53.31 61.80 62.08 50.33
Meso-Incep [27] 76.01 71.12 71.69 50.30
HP-CNN [11] 86.03 81.48 89.30 77.07
Constrained Conv [47] 82.39 81.63 88.57 79.15
AMTEN [14] 86.56 84.76 80.12 76.07
XceptionNet [9] 97.51 97.24 97.11 79.41
ResNet34 [8] 98.32 98.35 97.90 95.90
DCWNet(ResNet34) 99.54 99.55 98.84 96.24

Table 4: Ablation study of the DCE block for different number of directions.

Direction
Conv 1× 1 FC

ACC (%) AUC ACC (%) AUC
(+15°) 89.24 0.908 90.03 0.898
(+15°, +45°) 91.19 0.932 90.42 0.906
(+15°, +45°, +75°) 92.88 0.929 92.74 0.938
(+15°, +45°, +75°, −15°) 92.87 0.923 93.28 0.942
(+15°, +45°, +75°, −15°, +45°) 93.40 0.946 94.38 0.948
(+15°, +45°, +75°, −15°, −45°, +75°) 93.77 0.956 95.34 0.962

Fake Real

Original

DCE
Feature

Figure 8: Feature maps from DCE block.

Table 5: Comparisons among three feature fusion methods.

Components S1 (%) S2 (%) Addition (S1, S2) (%) SE (S1, S2) (%) MSCA (S1, S2) (%)
ACC 95.34 94.98 95.28 95.46 96.81

fake

real

Original s1 s2 SE (s1,s2) MSCA (s1,s2)

Figure 9: (e feature maps from different fusion methods.

8 Security and Communication Networks



results on the FaceForensics++ and DFDC preview datasets.
From the ablation study, we observe that real and fake faces
have different featuremaps that learned from the DCE block.
(is proves that the correlation of direction distribution is
valuable for face forgery detection. Moreover, the effec-
tiveness of the proposed MSCA is verified by comparisons
with existing feature fusion methods. We also explore how
different frequency components contribute to face forgery
detection, which provides some interpretability for face
forensics.
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