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Currently, because of the excellent properties of decentralization, hard tamperability, and traceability, blockchain is widely used in
WSN and IoT applications. In particular, consortium blockchain plays a fundamental role in the practical application envi-
ronment, but consensus algorithm is always a key constraint. Over the past decade, we have been witnessing the obvious growth in
blockchain consensus algorithms. However, in the existing consortium blockchain consensus algorithms, there is a limited
characteristic of scalability, concurrency, and security. To address this problem, this work introduces a new consensus algorithm
that is derived from a directed acyclic graph and backpropagation neural network. First, we propose a partitioned structure and
segmented directed acyclic graph as data storage structure, which allows us to improve scalability, throughput, and fine-grained
granularity of transaction data. Furthermore, in order to provide the accuracy of node credit evaluation and reduce the possibility
of Byzantine nodes, we introduce a novel credit evaluation mechanism based on a backpropagation neural network. Finally, we
design a resistant double-spending mechanism based on MapReduce, which ensures the transaction data are globally unique and
ordered. Experimental results and security analysis demonstrate that the proposed algorithm has advantages in throughput.
Compared with the existing methods, it has higher security and scalability.

1. Introduction

In 2008, Satoshi Nakamoto proposed Bitcoin for the first
time, and then the digital currency represented by Bitcoin
has developed rapidly and became an integral part of the
digital finance field. Blockchain as a core technology of
Bitcoin has received extensive research attention, expanding
to other fields besides finance; for example, in Wireless
Sensor Network (WSN) [1–3], almost all the scenarios of
WSNs require an efficient and accurate localization process.
However, the main disadvantage of the existing frameworks
and algorithms is that they are not so much significant with
the trust of the beacon nodes, which are an integral part of
WSNs. /is must be ensured for localization. At the same
time, it is obvious to have the malicious nodes in the hostile
environment of WSN operations. Literature [3] provides a

secure localization scheme based on trust assessment for
WSNs using blockchain technology. While addressing this
challenge, it also provides a trust-based framework for se-
cure localization. In the field of the Industrial Internet of
/ings (IIoT), blockchain technology has become a new way
to solve cooperative trust issues. Using blockchain, a tamper-
proof system can be built, which can be used as an audit tool
for hardware products of the industrial Internet of /ings
from chip to whole equipment. Blockchain improves the
productivity and operational efficiency of IIoT through a
smart contract, allowing machines to manage themselves. To
apply blockchain technology in IIoT, one of the main issues
is to solve the security and efficiency problems of consensus
protocols. Literature [4] proposes a reputation-based in-
centive module that can be implemented on state-of-the-art
PoX protocols and can make the PoX protocols achieve
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better consensus states. /is scheme can effectively en-
courage the cooperative behavior of the nodes in IIoT, which
can benefit the network. At the same time, in the field of
vehicle edge computing [5, 6], due to the tamper-proof,
traceable, and distributed storage properties of blockchain, it
can provide a reliable storage environment for its data.
However, what affects the blockchain’s real entry into
practical application is the blockchain’s infrastructure.
Currently, a general classification divides blockchain into
three categories, including public blockchain, consortium
blockchain, and private blockchain. Among them, the
consortium blockchain is widely welcomed due to the
features of controlled access node identity and decentralized
storage. However, the existing consortium blockchain ar-
chitecture still suffers from low performance of consensus
mechanism, which leads to low operational efficiency of the
whole blockchain system.

Consensus algorithm is the core technology in block-
chain, used to solve how to reach an agreement between
distributed nodes [7]. Most of the existing mainstream
consortium blockchain consensus algorithms are based on
Byzantine Fault Tolerance [7] (BFT). Although the BFT
algorithm can solve the “Byzantine General” problem, it also
brings new problems. For example, as the number of nodes
increases, the communication complexity of PBFT [8] will
increase rapidly, which will directly lead to a decrease in
system throughput. In addition, the PBFT elects the leader
node by trying to serially switch the number, which will
greatly increase the possibility of a malicious node becoming
a leader node and lead to poor system security. For this
reason, HotStuff [9] uses threshold signature and star
communication topology to solve the problem of high
communication complexity of PBFT, but there is the pos-
sibility of malicious nodes becoming leader nodes, and the
HotStuff algorithm adopts a star topology structure, so its
algorithm performance is limited by leader node’s hardware
resource. Besides, Raft [10] uses the communication
structure of master-slave nodes to make the system
throughput higher under small-scale nodes, but there are
problems such as non-Byzantine resistance and throughput
limited by the hardware resources of the leader node.

In order to solve the problem of malicious nodes doing
evil, researchers proposed to introduce a reputation
mechanism into BFT algorithms. For example, Alex et al.
[11] proposed a reputation consensus algorithm against
“Sybil” attacks, which effectively reduces the risk of mali-
cious nodes becoming leader nodes. However, the algorithm
still does not solve the problem that the larger the size of the
node, the lower the throughput, and the calculation of the
reputation model is relatively fixed, so the scalability is poor.
DE Oliverira et al. [12] proposed an adaptive hedging al-
gorithm to change the calculation of the reputation model in
a dynamic way. However, the algorithm has poor activity;
that is, when the leader node goes down, the algorithm will
run abnormally and it is difficult to restore to the normal
operating state. In addition, the underlying data structure
used by the above consensus algorithm is the traditional
chain structure, which will limit the throughput of the
system. Directed acyclic graph [13] (DAG) has the

characteristics of adapting to high concurrency, which can
better solve this problem and greatly increase the throughput
of the system. Although traditional DAG has better per-
formance in throughput, it also has problems such as
double-spending and high retrieval complexity. In sum-
mary, the existing mainstream consortium blockchain
consensus algorithms have problems such as poor
throughput, poor scalability, and security risks.

In response to the above problems, we propose a con-
sensus algorithm for consortium blockchain with low
communication resource consumption, reliable perfor-
mance, and easy scalability. In the following, the main
contributions of this paper are mentioned:

(1) Propose a node reputation evaluation mechanism
based on BP neural network, which can measure the
node’s credit value more accurately. And use the
reputation value to select the accounting node to
reduce the risk of malicious nodes becoming ac-
counting nodes. In addition, select multiple nodes
with higher reputation value to enter the committee
to verify the accuracy of transaction messages to
improve security.

(2) Design a partition structure for nodes to join and exit
freely, which is used to solve the problem of poor
scalability. Introduce a segmented DAG as the data
storage structure solves the problem of poor
throughput while reducing the complexity of re-
trieval in traditional directed acyclic graphs and
improves the fine-grained nature of data operations
by using transactions as the basic storage unit.

(3) A resistant double-spending mechanism based on
MapReduce [14] is proposed to ensure that the data
is globally unique. At the same time, it solves the
poor scalability of the BFT consensus algorithm and
the double-spending problem in DAG [15].

/is paper is organized as follows: In Section 2, we briefly
summarize the related knowledge, including the existing
mainstream consensus algorithms, BP algorithm, MapReduce,
and DAG. In Section 3, we describe the consensus algorithm
proposed in this paper in detail, including the credibility
evaluation model, the underlying topology, the election of the
organizing committee members, and the consensus process.
/e experimental results and analysis are described in Section
4, which introduces the experimental environment, perfor-
mance test results, security analysis, and comparisonwith other
pieces of literature. Finally, in Section 5, we outline conclusions
and future research directions.

2. Related Knowledge

2.1. Consensus Algorithm. Generally, a good consensus al-
gorithm can greatly save the time required for the syn-
chronization of the ledger data of the blockchain network
nodes, thereby improving the operating efficiency of the
entire blockchain system. At present, the consensus algo-
rithms used in the blockchain framework can be roughly
divided into three categories: the first is based on the
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attribute value proof of the node itself, typical representative
algorithms such as proof of work [16] (PoW) of the Bitcoin
system, Proof of Stake [17] (PoS) of Nextcoin, and the Proof
of Delegated [18] (DPoS) of EOS v1.0 [19]; the second is the
node voting system, typical representative algorithms such
as PBFT of Fabric v0.6 [20]; the third is the Paxos-like
consensus algorithm, typical representative consensus al-
gorithms such as Paxos [21–23] and Raft of Fabric v1.4.4.

In particular, Paxos is the origin of traditional distrib-
uted algorithms. Many consensus algorithms are based on
their evolution and development, and Raft also evolved from
this idea. However, both Paxos and Raft do not have anti-
Byzantine characteristics, so they are not suitable for the
blockchain environment. /e PoW algorithm proposed by
Satoshi Nakamoto solves the Byzantine problem but uses the
method of solving the hash problem to select the accounting
nodes, which has the problem of wasting computing power
and lower throughput. Afterward, PoS proposes solutions to
the problems of excessive waste of PoW resources and slow
block generation time, but there are problems such as
harmless attacks and long-range attacks. Moreover, DPoS
introduces a proxy mechanism, and token holders can elect
supernodes as accounting representatives to solve the
problem of oligarchy. But when abnormal super nodes
appear, the election system cannot solve the problems
caused by abnormal and malicious nodes in time.

PBFT is a method of state machine copy replication to
solve the BFT problem. In PBFT, all replica states are con-
verted in the view, and the leader node selectionmethod is the
master node view number modulo the number of nodes./at
is, a round of consensus is to take a view as a cycle and switch
views when the consensus is completed. Although PBFT
reduces the communication complexity in the BFT problem
from exponential to polynomial, the nodes need to contin-
uously broadcast message; as the scale becomes larger, the
network performance requirements are higher, and the ef-
ficiency becomes slower and slower. More precisely, when the
leader node in PBFT switches frequently, the complexity will
reach O(n3), so this method is only suitable for consortium
blockchain. As such, for the problem of high communication
complexity, HotStuff adopts the way that all messages are
received and distributed by the leader node, which reduces the
average communication complexity of PBFT from O(n2) to
O(n). In addition, the view switching and consensus process
in PBFT are executed separately. If the views are frequently
switched, the communication complexity is as high as O(n3).
However, HotStuff relies on a synchronized clock to integrate
switching views and the consensus process. When the verifier
raises an objection during the consensus process, that is, there
is a problem in the authentication procedure, the view will be
switched after the time expires. Both of the above BFT al-
gorithms’ leader nodes are elected according to the view
number order for switching. Unfortunately, this way will have
the problem of poor security.

Interestingly, the emergence of reputation-based con-
sensus algorithms has solved the problem of leader node
election. Literature [12] proposed a newmodel to replace the
proof of work to form a consensus group. /e proposed
model uses an adaptive hedging method to calculate

reputation values for nodes that want to participate in the
consensus committee and select nodes with higher repu-
tation values for the consensus committee to reduce the
chance of evil nodes. But this method does not take into
account the problem of algorithm activity.

Besides, Liu et al. [24] proposed a consensus mechanism
of reputation proof, which solves the problem that the
verification node in the blockchain is vulnerable to attack
and loses the ability to distinguish honest nodes. By con-
structing all nodes into a directed weighted graph, the largest
weakly connected branch is taken as the set of verification
nodes with the highest positivity. Moreover, the “Leader-
Rank” algorithm [25] is used to calculate the contribution
degree of the verification node according to the out-degree
and in-degree of the node. Afterward, it calculates the re-
liability of the number of valid blocks, valid votes, invalid
blocks, and invalid votes created by the verification node and
finally calculates the weighted sum of the contribution and
reliability to obtain the final comprehensive reputation.
Based on the comprehensive reputation ranking, the leader
in the current round of BFT is selected./is reputation proof
mechanism can effectively solve the problem of verifying
nodes being manipulated by attacks, but it has the problem
of unbalanced weight distribution between contribution and
reliability and potential reputation oligarchs. Among them,
literature [26] proposed a PoS consensus mechanism based
on reputation. Aiming at the problems of low performance
and low security of existing blockchain, a master-slave
multichain structure is designed to ensure that the block
information cannot be tampered with through the an-
choring of the master-slave chain. At the same time, a joint
consensus mechanism for the main chain is proposed, which
uses multiple consensus mechanisms to calculate together in
the main-slave chain. However, the use of different algo-
rithms on the master-slave chain will produce a barrel effect,
which leads to the problem of high concurrency difficulty.

In summary, from the above consensus algorithm, we
can see that the election methods of accounting nodes are
mainly randomly selected, fixed election, or election based
on some attribute values. In particular, a good election
method of accounting nodes can increase the security of the
whole system. /erefore, the election method of the ac-
counting node becomes particularly critical. Generally, the
election method not only considers the weight distribution
of attributes but also needs to take into account the per-
formance of the entire network.

2.2. Backpropagation Algorithm (BP) [27]. As the core of
deep learning [28–30], the BP algorithm’s function is to
calculate the error based on the forward output and then
conduct backpropagation to adjust the weights in the neural
network based on the error. In brief, the core idea of the BP
algorithm is to use gradient descent to find the most suitable
weights and bias values so that the fit of the function is
optimal. /e BP neural network model is shown in Figure 1.

As can be seen, the model is divided into an input layer, a
hidden layer, and an output layer. /e connection of neu-
rons between layers is the weight w, and the target of
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network training is to adjust w to the optimal value. More
precisely, we take the adjustment of the first weight w1

11 of
the first layer as an example. First, the output of O1 needs to
be calculated forward, as shown in formula (1).

y � 
n

i�1
hi × w

2
i1. (1)

In formula (1), hi is the neural unit of the hidden layer,
and the calculation formula for h1 is shown as follows:

y � σ 
n

j�1
Xj × w

1
j1

⎛⎝ ⎞⎠. (2)

Among them, σ is the activation function, and the
common activation functions are ReLU, tanh, sigmoid, and
so on. /e activation function makes the neural network
have a nonlinear fitting ability. Xj is the input value.

And then, the calculation formula of the loss value is
shown as follows:

loss � (y − y)
2
. (3)

Among them, the meaning of loss is to measure the
difference between the predicted value y and the true value y.
/e adjustment method of w1

11 is shown in formula (4).

w
1
11(2) � w

1
11(1) − lr × Δw1

11, (4)

where lr is a real number between 0 and 1 and w1
11(2)

represents the second-round adjustment value of w1
11. /e

result is the first round w1
11 minus the gradient multiplied by

lr, and the calculation method is shown in formula (5).

Δw1
11 �

z loss
zO1

zO1

zh1

zh1

zw
1
11

. (5)

Finally, repeat formula (4), and after multiple iterations
of updating, w1

11 completes the adjustment. Because the
neural network can independently adjust the advantages of
characteristic nodes, we use it to predict the reputation value
of each node.

2.3.MapReduce. Undoubtedly, when an information system
has a huge amount of data, the data needs to be divided and
processed separately. MapReduce is a computing architec-
ture that uses functional programming ideas to divide a
calculation into two calculation processes, Map and Reduce.
More precisely, MapReduce can divide a large computing
task into multiple small computing tasks and then assign
each small computing task to the corresponding computing
node in the cluster and always track the progress of each
computing node to decide whether to reexecute the task.
Finally, the calculation results on each node are collected and
output. Its working principle is shown in Figure 2. In the
chaotic and disorderly color data, it first performs the Map
operation on the color data, then splits the key-value data
structure, and sends it to different computing units per-
forming the Reduce operation, which mainly counts and
sorts the number and types of colors. Finally, the results of
the types and quantities of colors are summarized. Since
MapReduce has the characteristics of multinode collabo-
ration and deduplication of data, this paper will use this
architecture to solve the poor scalability of consensus al-
gorithms and the double-spending problem in DAG.

2.4. Directed Acyclic Graph. Particularly, the emergence of
DAG has transformed the ledger form from a single chain to
a directed acyclic graph pattern, avoiding the limitations of
serialized writes that exist in single chains and allowing the
ledger to support high concurrency. In fact, in the block-
chain represented by Bitcoin, except for the genesis block,
each block has one and only one predecessor block and one
successor block, and the blocks form a single chain. Con-
versely, if two blocks are reserved at the same time, it will
cause the blockchain to fork. According to the longest chain
principle, only one block will be retained on the main chain,
and the other will be discarded. However, in a distributed
ledger based on DAG, as shown in Figure 3, the basic unit of
each ledger can reference one or more predecessor units and
can be referenced by one or more subsequent units at the
same time. As such, this structural difference enables DAG-
based ledgers to support concurrent operations, and mul-
tiple nodes can add transactions or block units to the ledgers
at the same time, thereby greatly improving system
throughput. However, although the traditional DAG has
better performance in throughput, there are other problems.
For example, using the Iota [31] framework with DAG as the
bottom layer, transactions in this framework require a large
number of Markov Monte Carlo random walks and a small
amount of proof of work to add to the ledger. /is method is
too complicated, and the transactions in Iota are not globally
ordered, so it cannot completely resist the double-spending
problem, and the retrieval time is long. In addition, another
HashGraph [32] framework that uses a parachain DAG uses
a gossip algorithm and virtual voting to confirm that the
entire transaction is globally ordered in an asynchronous
environment, and there will be a long voting process in the
virtual voting stage. For this reason, it will result in more
rounds of voting to confirm that the transaction is valid and
reliable. In summary, the existing DAG framework has
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problems such as double-spending, high search complexity,
and long time to add to the ledger. We propose a segmented
DAG to solve the above problems, the details of which will be
introduced in subsequent chapters.

2.5. Attack Model. /e blockchain system is a network
composed of cooperation between nodes. In order to sub-
divide the functions of the blockchain system, the block-
chain is usually divided into a six-layer structure, which
includes data layer, network communication layer, con-
sensus layer, incentive layer, contract layer, and application
layer. /e proposed algorithm in this paper mainly involves
the data layer, network communication layer, and consensus
layer. /e data layer is mainly based on a certain data
structure to store data, the network communication layer is
responsible for broadcasting and verifying transactions, and
the purpose of the consensus layer is to allow nodes to
coordinate and cooperate to achieve a consensus on data
consistency. /is paper mainly discusses the attack methods
involved in these three layers. Common attack methods [33]
are as follows:

(1) Double-spending attacks: the main situations of
common double-spending attacks are as follows:
(1) When a new transaction enters the block to

obtain a sufficient number of confirmations, and the
length of the attacker’s side chain exceeds the main
chain, the attacker’s side chain becomes the main
chain. So, the first transaction initiated by the at-
tacker was determined to be invalid, and the double-
spending attack was successful. (2) For the Naive
DAG, when the transaction enters the ledger, it relies
on the PoW algorithm to calculate the weight to
choose to eliminate the double-spending transaction,
but there is a situation that is not timely.

(2) 51% attack: for this paper, an attacker who has more
than half of the reputation value is 51% attack.

(3) Solar eclipse attack: an attacker tries to isolate a
group or one node, isolate it from communication
with other nodes, and prevent it from obtaining the
latest world state.

(4) Denial of service attack: the node deliberately does
not actively participate in the calculation process. In
this paper, it can be considered that the calculation
process forwards heartbeat packets too much, does
not respond or repeatedly sends double-spending
transactions, and almost does not send normal
transactions. In brief, the proportion of normal
transactions that is less than 50% is considered a
denial of attack.

/is paper applies the above attack model to the security
considerations of the proposed algorithm.

3. Proposed Algorithms

3.1. Reputation Evaluation Model. In the traditional con-
sortium blockchain consensus algorithm, the nodes partici-
pating in the consensus generally switch sequentially or
randomly, which easily leads to malicious nodes deliberately
doing evil. In the following research, the reputation consensus
algorithm has been proposed, node’s reputation is measured
by the behavior of nodes participating in the consensus, and
the accounting nodes are selected in turn by the size of the
reputation value. In this way, it better solves the problem of

“Big data”

[{ď idĐ :1, "colorĐ :Đ greenĐ },
{ď idĐ :2, "colorĐ :Đ redĐ },
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]
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Figure 2: Working principle of MapReduce.
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Figure 3: Architecture of directed acyclic graph.
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nodes doing evil. However, most of them use simple linear
formulas to evaluate the reputation of nodes. Unfortunately,
linear algorithms cannot effectively extract the behavioral
characteristics of nodes, so they cannot make full use of the
characteristics and assign corresponding weights. For this
reason, we propose a reputation evaluation model based on
the BP algorithm. Since the neural network can approximate
the properties of any function from arbitrary precision [34], it
has strong feature extraction capabilities. We use some at-
tributes of the node as feature vectors to consider the rep-
utation value of the node. /e reputation value is used to
quantify the possibility that the node is a Byzantine node. /e
node attributes are shown in Table 1.

/e characteristics of nodes in the blockchain mainly in-
clude two aspects. (1) Security features: they contain the number
of maliciously sending false transaction messages E_Tx, the
node’s historical reputation value H_Rep, and the node’s online
time On_Time. (2) Performance characteristics: they contain
the throughput TPS of the node, the number of effective for-
warding transactions C_ETx of the node, and the average delay
forwarding time D_AFT, where E_Tx, C_FTx, and C_ETx are
discrete values, and the rest are continuous values.

In this paper, we constructed a four-layer BP neural
network, in which the input layer contains six neurons,
corresponding to six features, and the two-layer hidden layer
contains 1,000 neurons. /e activation function uses the
ReLU function, and the last output layer uses the sigmoid
function to map the reputation value between 0 and 1.
Construct reputation evaluation as shown in formula (6).

rep
i
j �

F X
i− 1
j rep

i− 1
j ≥ 0 and evil � 0,

− 
latest

i�0
rep

i
jrep

i− 1
j ≥ 0 and evil � 1,

rep
i− 1
j + αe

− count
rep

i− 1
j < 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(6)

where evil� 0 means that the node is not doing evil and
evil� 1 means that the node is doing evil. repi

j is the rep-
utation value of the j node in round i, and Xi− 1

j is the feature
vector of the j node in round i-1. Xj � [E_Tx,H_Rep,
On_Time,TPS,C_ETx,D_AFT]; Xj needs to undergo di-
mensionless processing. F(x) is the neural network model,
and when repi− 1

j is greater than or equal to 0 and the node is
not doing evil, use F(x) to predict the reputation value of the
node. However, when repi− 1

j is greater than or equal to 0 and
the node has malicious behavior, the node’s reputation is the
negative number of the node’s accumulated reputations
from the first time to the latest; in contrast, when repi− 1

j is
less than 0, the node’s reputation is calculated by adding an
exponential function related to the number of evils and the
reputation of the previous round, where α ∈ (0, 1), and
count is the number of evils.

3.2. Underlying Topology. Compared with the serial pro-
cessing of chain structure, DAG is more suitable for natural
high concurrency. We propose a segmented DAG to solve
the problem of high retrieval complexity and long time for
transactions to be added to the ledger. As shown in Figure 4,

the shaded block is the organizing committee block, which
contains the organizing committee’s group signature,
timestamp, reputation record, and hash pointer group. /e
white blocks represent ordinary nodes, which contain the
signatures, timestamps, transaction information, and hash
pointer groups of ordinary nodes. /e numbers in the grey
and white blocks represent the sequence./e black block is a
fast index block array, which contains a timestamp, a hash
pointer, and the block hash of its own block.

/e genesis block 0 is fixedly generated as organizing
committee block, and subsequent blocks are connected to it
by hash pointers. /e connection method is to randomly
select the nearest n timestamp transaction data. A fixed
organizing committee block is generated every fixed time or
the corresponding number of blocks. /e transaction in-
formation between two organizing committee blocks is
verified and deduplicated by the former. In addition, in
terms of retrieval, compared to the retrieval of all transac-
tions in the original DAG, we divide the DAG according to
the time dimension, only relying on the black block to
quickly index according to the timestamp. As such, the
search complexity is greatly reduced.

DAG has two forms in physical structure: one is an
adjacency matrix, and the other is an adjacency list. Since the
adjacency matrix is a sparse matrix, it will waste a lot of
space, so the storage form of the adjacency list is adopted. As
shown in Figure 5, the leftmost is an array of fast index
blocks, which contains timestamps and hash pointers, the
grey part in the middle is the committee block, and the white
part is the original block. Both the committee block and the
white block contain transaction information, hash value, and
hash pointer and are connected to the corresponding
transaction information block.

Aiming at the problem of double-spending that is dif-
ficult to eliminate in DAGs, we propose a resistant double-
spending mechanism based on MapReduce, as shown in
Figure 6. First, use n organizing committee nodes to accept
the client’s transaction operations, then divide all ordinary
nodes into several partitions, and select a number of ordi-
nary nodes with higher reputation values or organizing
committee nodes in different partitions for transaction
message statistics. Furthermore, the ordinary node sends the
transaction message to the organizing committee node. In
addition to verifying the correctness of the transaction, the
organizing committee node not only verifies the transac-
tion’s correctness but also removes the double-spending
transaction message according to the reputation value of the
node. Finally, the results are summarized to the leader node
for verification. Afterward, the leader packs the transaction
message, sends it to the remaining nodes of the organizing
committee, and sends it to the other ordinary nodes through
the gossip protocol [35].

3.3. Consensus Algorithm Process

3.3.1. Algorithm for Election of Organizing Committee
Members. /e method for electing members of the orga-
nizing committee is shown in Algorithm 1. /e members
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Table 1: Characteristic attributes of node.

Characteristic symbol Explanation Value range
E_Tx Number of maliciously sending false transaction messages [0, +∞]
H_Rep Node’s historical reputation [− ∞, 1]
On_Time Node’s online time [0, +∞]
C_ETx /e number of effective forwarding transactions by the node [0, +∞]
D_AFT Average delay forwarding time [0, +∞]
TPS Node’s throughput [0, +∞]
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who enter the committee in the first round are fixedly se-
lected. Besides, the subsequent election of the organizing
committee can be described as follows. First, input the
characteristics into formula (6), and obtain the reputation of
each round of nodes; second, rank the reputation, and the
leader of the organizing committee uses a verifiable random
function [36] (verifiable random functions (VRF)) to gen-
erate verifiable random numbers, which are used to ran-
domly select nodes with higher reputation values. Finally,
the nodes in the group verify whether the random number
and the binomial distribution pass. If the verification of the
VRF function fails or overtime, the organizing committee is
requested to perform random sampling again and regenerate
the random number through VRF; if it passes, the organizing
committee will synchronize the data of random numbers
and select several nodes to enter the organizing committee.

3.3.2. Consensus Process. In this paper, nodes are divided
into ordinary nodes and organizing committee nodes, and
the reputation value of the node is obtained by the repu-
tation model. /e overall consensus process is shown in
Algorithm 2. First, the organizing committee randomly
elects a leader node and preselects a backup leader node.
Generally, the organizing committee selects the backup
leader with the highest reputation value. /e backup leader
node is normally responsible for collecting transaction
messages and monitoring the status of the leader and fol-
lower nodes. Once the leader node goes down or acts
maliciously, the backup node starts to take over. /e
remaining nodes are follower nodes, which are responsible
for collecting and verifying transaction data and sorting
them. After a period of time, the results are returned to the
leader node. Second, according to the results, the leader node
removes the double-spending data according to the entry
degree and distributes the relevant information to the or-
ganizing committee nodes to wait for a reply. Last, if more
than 1/2 of the reputation node replies are received (the
reputation value of 1/2 is the maximum error tolerance
threshold of this algorithm, which will be proved by sub-
sequent experiments), then gossip protocol broadcasts to
other ordinary nodes to achieve global unification. In
contrast, if not received or timed out, immediately switch the
leader to enter the next round. Or when the term of the
committee is reached, all the members of the organizing
committee will be replaced; else go directly to the next
round.

3.3.3. Resistant Double-Spending Mechanism Based on
MapReduce. /e mechanism used in this paper to remove
double-spending transactions based on MapReduce is
shown in Algorithm 3. First, n organizing committee nodes
monitor transaction messages, and the backup leader section
group is responsible for monitoring the status of the or-
ganizing committee nodes, scheduling, and removing some
malicious nodes. Second, each organizing committee node
will divide the transaction message into m parts and then
send the m parts to m organizing committee nodes with
higher reputation value for map. /e map operation will

traverse the transaction message and return the data in k-v
format. /e key is the hash of the transaction message, and
the value is the reputation value of the node that sent the
transaction. /ese m organizing committee nodes do
the MD5 operation of the key and modulate r and then send
the k-v to the corresponding r organizing committee nodes.
/ird, after these r organizing committee nodes receive the
corresponding transaction message, they will merge the
messages, shuffle the messages according to the size of
the value, remove the double-spending operation, and then
return the deduplicated transaction message to leader. Fi-
nally, the leader node receives the message of the organizing
committee node, performs verification, packs, and returns
the DAG structure transaction message.

4. Experimental Results and Analysis

4.1. Experimental Environment. In order to test the per-
formance of the consensus algorithm proposed in this paper,
we designed several simulation experiments. /e operating
system selected for the experimental environment is centos,
using Python and PyTorch to write consensus algorithms,
using flask to write web program interfaces, and using
docker containers to load web programs to simulate nodes.
In addition, we used Alibaba Cloud server to simulate the
experiment of multimachine multinode stress test, used
siege to carry out stress test and throughput, and set the
concurrency to 280 transactions/s. It should be noted that,
without a special statement, we set the number of organizing
committee nodes to one-half of the number of summary
points, set the appointment period of the organizing com-
mittee to 2min, and set the delay waiting threshold to be
random between 3 s and 4 s. In order to better carry out
quantitative experiments, we used transactions with tags.
/e transaction tags are normal, empty, malicious, and
double spend, which represent normal transactions, empty
transactions (heartbeat packets), malicious transactions, and
double spend transactions, respectively. /e purpose of the
experiment is to test the performance and security of the
consensus algorithm in an ideal environment or a Byzantine
environment. /e performance includes the error of the
neural network, the ability to process transactions in the
consensus process, and the delay in completing the con-
sensus. On the other hand, the purpose of security is to test
the system operation under the condition of a hypothetical
adversary attack.

4.2. Performance Test

4.2.1. Regressor Performance. To test the accuracy of the
regressor, 500 node’s index data and their reputation
evaluation results are selected. According to the method of
the reputation evaluation model, the selected index data is
first standardized to facilitate the neural network processing.
More precisely, the data of 400 nodes are used as training
data each time, and the data of the remaining 100 nodes are
used as verification data. Besides, the learning rate is set to
0.001 in the experiment.
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Input: X (the feature vector of the node)
Output: flag1 (whether the committee members are successfully elected)
(1) Vec� formula(X)# Get the reputation value of the node in each round
(2) Sorted_Vec� Sort(Vec) # Reputation ranking
(3) flag1� false
(4) Random_number, proof�VRF(seed)# VRF function to generate random numbers and evidence
(5) if(Verify(Random)� �True&&Verify(proof)� �True&&Time<Congfig_time): #Verify that the random number and evidence

are correct at the specified time
(6) flag1�Choose(Random_number)# Select nodes to enter the committee and set flag to True
(7) else:
(8) Go To Step4
(9) end else
(10) end if
(11) return flag1

ALGORITHM 1: Election of organizing committee members.

Input: Random seed
Output: Consensus result flag2
(1) (leader, leader_backs, follower)�VRF(seed)# Select leader node, backup node, and follower node
(2) Tx_sorted� Sort(gather_follower(TX))# Collect verification transactions and sort them
(3) Block�MapReduce(gather_follower(Tx_sorted))# Remove duplicate transactions and pack
(4) flag2� false
(5) if(Collect(Block)≥1/2reputation&&Time<Congfig time) # Collect more than half of the reputation value at a fixed time
(6) flag2�Broadcast(Block) # Broadcast block success is True
(7) if Check(Term of Service)� �True # Is it in the service cycle
(8) Go to step1 # Repeat step 1
(9) end if
(10) else
(11) Clean(committee)# Clearance Committee
(12)
(13) end else
(14) else:
(15) Change(leader) # Switch leader node
(16) Go to Step1# Go back to step 1 and restart transaction collection
(17) end else
(18) end if
(19) return flag 2

ALGORITHM 2: Consensus process.

Input: transaction message msg
Output: the transaction set block and malicious node number after deduplication
(1) msg_i� follower_i.watch(msg) i in range(0, n-1)# /ere are n organizing committee nodes to monitor transaction messages
(2) msg_ij�Deivide(msg_i) j in range(0, m-1)# Divide the transaction message msg_i of each node into m parts
(3) key,value� node_j.map(msg_ij) j in range(0, m-1) # Map the transaction message, use the transaction hash as the key, and the

value is the reputation value of the node that sent the transaction
(4) key_temp�md5(key) mod r # Do the md5 operation of the key and modulate r, and send the key and value to the corresponding

follower_t
(5) msg_t� follower_t.reduce(key_temp, value) t in range(0, r-1) #/e follower node receives the corresponding transaction

message, merges the messages, shuffles according to the size of the value, removes the double-spending operation, and
returns the deduplicated transaction message

(6) if msg_t is db_tx or error_msg:
(7) nodeid� t
(8) end if
(9) block� leader.collect(msg_t) # /e leader node accepts the follower node message and performs verification and packaging
(10) return block, nodeid # Return DAG transaction message

ALGORITHM 3: Resistant double-spending mechanism based on MapReduce.
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/e change of loss function is shown in Figure 7. As can
be seen from the data in Figure 7, as the number of pieces of
training increases, the loss function has a sharp downward
trend and finally tends to a stable value of about 0.1.
However, the loss on the verification set is stable at around
0.067. /ese results provide substantial evidence for the
original assumptions that the neural network model has
learned the corresponding features and the error with the
true value is small.

4.2.2. ;roughput Test. In order to test the throughput of
different consensus algorithms in a multimachine multinode
environment, four hosts are configured with 25, 50, 75, 100,
125, 150, 175, and 200 docker simulation nodes. Each
consensus algorithm takes the average value of the trans-
actions per second (TPS) of 100 rounds of consensus./at is,
the total transaction volume in 100 rounds divides the time
taken for 100 rounds of consensus.

/e test results are shown in Figure 8. /e results reveal
that the four algorithms all increase the TPS when the node
size is less than 100./e proposed algorithm is slightly worse
than HotStuff and Raft, but better than PBFT. However,
when the node size is greater than 100, the TPS of PBFT
decreases rapidly, while the TPS of Raft and HotStuff grows
more slowly, and the proposed algorithm grows approxi-
mately linearly and is better than the other three algorithms.
/is is because, in the case of a smaller scale, the star to-
pology used by Raft and HotStuff is faster. However, as the
scale becomes larger, the performance of PBFT becomes
lower and lower as the communication becomes more
complicated. Since HotStuff and Raft use a star topology
communicationmethod, the throughput of the entire system
is limited by the IO device of the master node. In particular,
when the number of nodes increases, once the traffic exceeds
or reaches the maximum processing capacity of the main
node’s IO, TPS will begin to decrease. In contrast, the
performance of the proposed consensus algorithm will in-
crease linearly with the increase in the number of nodes./is
is because the MapReduce architecture is used to process
tasks onmultiple nodes, which greatly weakens the hardware
performance limitations of a single node.

4.2.3. Response Time. Generally, the delay of the blockchain
system can be defined as the time difference between the
client submitting the transaction request and the client
receiving the response result. In the experiment, we tested
the delays of PBFT, the proposed algorithm, Raft, and
HotStuff, when the number of nodes in the whole network is
25, 50, 75, 100, 125, 150, 175, and 200, respectively. Each
algorithm tests the average delay of 100 rounds of consensus
results.

/e result is shown in Figure 9. Figure 9 illustrates that
the delay of PBFT increases sharply with the increase of the
number of nodes, while the proposed algorithms, Raft, and
HotStuff keep the delay low. /e reason for the above
phenomenon is that the PBFTcommunication time is O(n2),
so as the number of nodes increases, the access delay will
increase greatly. Since both HotStuff and Raft use a star
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topology for communication, the client and the leader di-
rectly perform read and write operations, this method will
enter a bottleneck period after being limited by hardware
resources, and the delay will slowly increase in the later
period. However, the algorithm in this paper has a small
workload of the leader node due to the simultaneous write
mechanism of the partitions. /erefore, it has lower latency.

4.2.4. Comparison of Retrieval Speed of Different Storage
Structures. In this paper, the retrieval transaction scale is set
between 0 and 20,000 transactions, and the purpose is to
compare the retrieval speed in different storage structure
scenarios of chain structure, simple DAG, and segmented
DAG structure. /e experimental results are shown in
Figure 10.

As can be seen from Figure 10, the retrieval speed of
traditional chained and naive DAGs increases linearly with
the number of transactions. /e segmented DAG retrieval
does not follow the trend of linear growth in the number of
transactions. /e reason for the above phenomenon is that
the chained data structure is searched in order. Even if the
tree search method is used, it is limited to within the block.
When searching for a transaction, the external memory
needs to be transferred into the memory, so it takes longer.
Simple DAG requires a BFS or DFS search method, so with
the increase of transaction messages, the retrieval time will
also increase accordingly. However, the segmented DAG
used in this paper is stored in the form of a hash table and
can be retrieved in chronological order, so the retrieval time
is greatly reduced.

4.3. Security Analysis

4.3.1. Attack Model Analysis

(1) Double spend attack. As mentioned in Section 2.5, in
view of the first case, the underlying DAG topology
we proposed will not have chain bifurcation, and
there will be no two segmented DAGs at the same
time. Only when a solar eclipse attack occurs, will the
network splits make two segmented DAGs. In this
case, you need to master the 50% reputation value;
however, it is almost nonexistent in the subsequent
experimental verification. For the second case, we
designed the MapReduce architecture to ensure that
the transactions in the DAGwill be deduplicated and
then sorted. In addition, the leader node will perform
deduplication again, so the second case can also be
avoided.

(2) 51% attack and eclipse attack (reputation cumulative
split attack).

/e segmented DAG structure we used is still updated
based on the longest DAG structure. Assuming that the solar
eclipse attack is successful, there will be multiple DAGs in an
asynchronous environment. /is phenomenon shows the
Poisson distribution [16]. At a specific time, something will
happen randomly at any time. More precisely, when this

time period is divided into very small time slices, it can be
considered that, within each time slice, the event may or may
not happen. However, it is almost impossible to consider
situations that occur more than once because the time slice
can be divided into small enough time slices. /e Poisson
distribution formula is as follows:

P(X � i) �

n

i

⎛⎝ ⎞⎠ λ
n

  1 −
λ
n

 

n− i

. (7)

In formula (7), when n⟶∞, n

i
 /ni⟶ 4/i!,

(1 − (λ/n))⟶ e− λ, it can be derived as formula (8).
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Formula (8) represents the probability that the attacker
succeeds in the i block, where i� z, λ � qz, and the calcu-
lation method of qz is shown in formula (9). Among them, q
is the probability of an attacker’s successful attack, and p is
the probability of an honest node that normally generates a
transaction block.

qz �

1, If the attacker is the longest chain,

q

p
 

z

, If the attacker is behind by z blocks.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

We set the organizing committee node groups with 10%,
33%, 49%, and 50% reputation values to exist in an asyn-
chronous network environment and set z from 0 to 50 and
then try to attack the segmented DAG in the state of the real
environment.
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/e results of the experiment are shown in Figure 11. As
can be seen, the node group with 10% and 30% reputation
values may have a larger drop and approximate to 0 as more
blocks fall behind; the attacker with 50% reputation value
will have a successful attack. In addition, the attacker with
49% reputation value tends to 0 as more blocks are created.
As such, we set the threshold of reputation value to 50% in
Algorithm 2 because mastering 51% reputation value will
attack successfully and split the network. However, this is
almost impossible. First of all, in the procedure of the
election of the group committee, any normal node can enter
the group committee, and controlling the group committee
is almost to control all the nodes. Secondly, the commu-
nication between the nodes is local P2P, so the link is
multichannel, and the possibility of splitting the network
with the increase of the group committee nodes is almost 0,
so this situation is almost impossible to exist.

(3) Denial of service attack.

In the experiment, we tested the reputation value
changes of four nodes, node 1 to node 4, with different
attribute values, and the results are shown in Figure 12.

More specifically, set the adjustable parameter α to 1, and
set node 1 and node 2 to maintain good and medium
characteristic attribute values, respectively. Besides, node 3
transforms from relatively medium attribute values (ap-
proximates attribute values of node 2) to better attribute
values (approximates attribute values of node 1), and node 4
is set as a malicious node and begins to deny service in the
fourth round. As the results of Figure 12 show, the repu-
tation value of node 1 and node 2 has no obvious change,
while the reputation value of node 3 is slowly increasing. In
the fourth round, node 4 sends malicious information, and
its reputation value changes to the inverse of the sum of its
historical reputation values. /e reason for the stable
changes in the reputation value is because the neural net-
work predicts the reputation value with high accuracy, and
the reputation value results brought by similar feature at-
tribute values are all approximately the same. Particularly,
nodes with good characteristic attribute values will be given
corresponding good scores, so the increase or decrease of
reputation value will not be obvious, so it has good stability.
In contrast, for the calculation of the reputation value of a
malicious node, its reputation value changes directly to the
inverse of the sum of its historical reputation values. In
addition, as the number of malicious actions increases, an
exponential function is used to calculate the follow-up
reputation value, and the follow-up reputation growth rate is
approximately zero. Undoubtedly, nodes with a reputation
value less than 0 will not have the right to participate in the
organizing committee and sort and count transactions.

4.3.2. Continuous Switching of Malicious Leader Nodes.
In the experiment, 25 nodes were set up to test the stability of
the throughput of each consensus algorithm under the
condition of continuous switching of the leader node.

As shown in Figure 13, the throughput of the PBFT and
Raft fluctuates drastically, and the lowest is only 91TPS. In

contrast, the throughput of HotStuff and the proposed al-
gorithm has good stability and has been maintained at
around 130TPS. /is is because the traditional PBFT
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algorithm switches the view after the voting is completed.
Due to the multistage point-to-point communication, the
complexity is O(n2). In particular, if the leader switches
continuously, the communication complexity will be as high
as O(n3). As Raft, it switches the leader node based on the
heartbeat packet, frequent switching will lead to a contin-
uous election process. However, HotStuff integrates view
switch and transaction broadcast communication and uses
the pipeline block topology, so it has a better stability. In this
paper, the direct switching mechanism between the backup
node and the organizing committee node is used to reduce
the risk of malicious downtime and switching of the leader
node, and the node with a high reputation value is selected as
the organizing committee node to further ensure stability.

4.3.3. Expulsion of Malicious Nodes. In the experiment, 100
nodes were set up to test the rate of the proposed consensus
algorithm to eliminate malicious nodes, and the running
time of the system was set to ten minutes. Malicious nodes
are randomly distributed in the network, and the ratio is set
to 10%, 20%, 30%, 40%, and 50% of the network nodes.
Moreover, they sent double-spending and error messages
with a probability of 25%, 50%, 75%, and 100%, respectively.
/e experimental results are shown in Figure 14. /e results
indicate that no matter what the ratio of malicious nodes is,
the eviction ratio will rise sharply from 0.2 to 0.98 before the
ratio of malicious messages reaches 0.75, until 100% evic-
tion, which has nothing to do with the ratio of malicious
nodes. /e reason can be further described in Figure 15.
With the proportion of malicious message sending being
0.25, the proportion of transaction messages is only about
0.42 if the proportion of valid transactions with double-
spending is more than 0.5. /is is because, in this paper, we
consider that as long as the percentage of valid transactions
is more than 0.5, even if a double spend transaction is sent, it
is considered normal, so the eviction rate is low. Once a
malicious transaction is detected, the node will be directly
eliminated, and the eviction rate will increase as the pro-
portion of malicious messages increases, so the final ap-
proach is approximately 100%.

/e results of the expulsion velocity experiment are
shown in Figure 16. As can be seen that when the malicious
message ratio is 0.25, the node expulsion rate is about 13 s. It
should be noted that the larger the scale of the malicious
node is, the longer the time it takes. When the malicious
message ratio is 0.5, the expulsion rate is about 30 s, and
when the ratio of malicious transactions is 0.75 and 1, the
time consumption will decrease. /e main reason is that
when the proportion of malicious messages is 0.25, 42% of
nodes will send double-spending messages. However, the
inspection mechanism needs to wait for the effective ratio to
be lower than 0.5 before removing them, so waiting time is
required. When the proportion of malicious messages is 0.5,
the nodes have some randomness, and the possibility of
malicious nodes sending double-spending transactions is
stronger, which results in higher time-consuming. In par-
ticular, when the proportion of malicious messages is 0.75
and 1, malicious nodes are more likely to send malicious
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messages directly. As long as the system detects malicious
messages, it will directly eliminate them, so the time is
shorter.

4.3.4. Comparison with Other Pieces of Literature.
Generally, consensus algorithms are usually compared from
three aspects, namely, the degree of decentralization, se-
curity, and performance. Among them, the degree of de-
centralization is the scale of nodes participating in the
consensus, the security is mainly anti-Byzantine ability and
resistant double-spending, and the performance mainly
considers factors such as algorithm activity, throughput,
communication complexity, and scalability. /e proposed
algorithm is compared with existing similar literature, and
the comparison results are shown in Table 2. Literature [9],
literature [12], literature [26], and literature [24] all use the
traditional chained bottom topology, and the smallest unit of
operation is a block, so their algorithms have good resistant
double-spending ability. In terms of scalability, literature [9]
adopts a pipelined block topology structure, and there is no
mandatory sequence relationship between the generation of
blocks, which enhances the scalability. In literature [26],
multiple algorithms coexist, making nodes increase and exit
free. However, literature [12] and literature [24] are both
based on traditional BFT, so there is no improvement in
scalability. In terms of fault tolerance, literature [9] and
literature [24] are based on the maximum fault tolerance of
BFT, that is, 33%. Particularly, the difference is that the
threshold of literature [24] is 33% of the total reputation
value; literature [12] uses a new examiner mechanism to
control the threshold at 49%. Besides, the maximum
threshold of literature [26] for a mixture of multiple proof
algorithms is 49%. Regarding the complexity of commu-
nication, literature [12], literature [26], and literature [24] all
use point-to-point propagation, so the communication
complexity is O(n2). Literature [9] uses a star topology, so
the communication complexity is O(n). In terms of con-
currency, literature [12], literature [33], and literature [24]
all use the traditional chain structure, so the concurrency is
not high. In contrast, literature [9] adopts the pipeline
mechanism, and there is no necessary time limit for the
generation of the front and back blocks, so the concurrency
may be higher. Compared with the above literature, we use
DAG as the underlying topology, which naturally supports
high concurrency and uses the MapReduce architecture to
split tasks into multiple small tasks and send them to other
nodes for sorting and deduplication, increasing the

availability of ordinary nodes. /erefore, the scalability and
resistant double-spending ability of the proposed algorithm
is relatively high. Although the communication complexity
of this paper is O(n2), the scale is just between the organizing
committee nodes, the broadcast adopts the gossip protocol,
and the communication complexity is O(n). In addition, this
paper utilizes the similar functions of pacemakers to make
the algorithm active and support semiasynchronous.

5. Conclusion

In summary, the consortium blockchain architecture has
become the first choice for blockchain applications.
However, limited by the traditional chain structure, the
throughput of the blockchain has been greatly affected.
Although the appearance of DAG increases the system
throughput in a concurrent manner, it brings new
problems of high algorithm complexity and double-
spending. For this reason, we propose a high concurrency
and scalable consortium blockchain consensus algorithm,
which designs a segmented DAG structure to increase
system throughput while reducing the time complexity of
global retrieval. /e resistant double-spending mecha-
nism based on the MapReduce architecture effectively
ensures the global uniqueness of the transaction. /e
consensus algorithm proposed in this paper is suitable for
the parallel and collaborative computing of large-scale
sensors in the Internet of /ings, which improves the
security of computing and the scalability of device clus-
ters. In addition, the credible nodes are elected through
the reputation model based on the BP neural network,
which reduces the risk of malicious nodes doing evil. /e
simulation experiment results also prove that the algo-
rithm in this paper has better performance. However,
detailed theoretical proof was not obtained, and the fol-
lowing three aspects are worthy of in-depth study: (1) /e
underlying topology: the existing DAG has high con-
currency and parallel characteristics better than the chain
structure, but the security is poor, and the double-
spending problem is difficult to solve. (2) Use the idea of
division and autonomy to fragment the blockchain net-
work, thereby reducing the communication scale of the
network and increasing the speed of consensus. (3) Most
of the existing consensus algorithms tend to adopt hybrid
consensus algorithms, which will be a trend. Maybe, the
integration of proof-like algorithms and BFT technology
is a very meaningful research direction.

Table 2: Comparison results with existing literature.

Scalability
Fault

tolerance
(%)

Underlying
topology Active High

concurrency

Resistant
double-
spending

Communication
complexity

Fine-
grained

Literature [12] Low 49 Chain No No High O(n2) Block
Literature [9] High 33 Chain Yes Yes High O(n) Block
Literature [26] High 49 Chain No No High O(n2) Block
Literature [24] Low 33 Chain Yes No High O(n2) Block
/e proposed
algorithm High 49 DAG Yes Yes High O(n2) Transaction
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