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With the growth of mobile social networks (MSNs), crowdsourced information could be used for recommendation to mobile
users. However, it is quite vulnerable to Sybil attacks, where attackers post fake information or reviews to mislead users for
business benefts. To address this problem, existing detection models mainly use graph-based techniques or extract features of
users. However, these approaches either rely on strong assumptions or lack generalization. Terefore, we propose a novel Sybil
detection model based on generative adversarial networks (GANs), which contains a feature extractor, a domain classifer, and a
Sybil detector. First, the feature extractor is proposed to identify the rich information in the review text with the neural network
model of TextCNN. Second, the domain classifer is implemented by a neural network discriminator and is able to extract
common features. Tird, the Sybil detector is utilized to discriminate the fake review. Finally, the minimax game between the
domain classifer and Sybil detector forms a GAN and enhances the overall generalization ability of the model. Extensive
experiments show that our model has a high detection accuracy against Sybil attacks.

1. Introduction

A growing number of mobile social networks (MSNs) in
recent years have focused on the contents of social activities,
such as eating, traveling, and shopping. For a specifc activity
or product, each user can give a review or rate it. With the
Internet and mobile social platform, this information can be
posted in real time. If other users are interested in it, they
may collect information based on the reviews provided by
the platform and adjust their consumption behavior
according to the rating from other users. With the com-
mercialization of MSNs, they have become popular plat-
forms to share information and recommend products. Users
can easily post reviews about merchants and obtain other
people’s reviews on the platforms.

Despite the convenience ofered byMSNs, product reviews
face severe security threats on the platforms such as Yelp and
Dianping. On the one hand, users’ reviews are usually posted

individually and anonymously. It is difcult to access any
information about users in the real world, making it hard to
authenticate them. On the other hand, users are hard to verify
the validity of a review based on the content of the review
alone. Users post reviews on social networks based on their
personal consumption experience, and MSNs make person-
alized recommendations based on the user’s situation as well.
Actually, merchants with high scores aremore likely to capture
customers, which may attract merchants to maliciously post
fake reviews to improve their scores.Tis makes users’ reviews
become the targets of Sybil attacks, which is a major concern
for many operators of MSNs.

Te concept of Sybil attack was frst applied to computer
security which creates a large number of false identities (i.e.,
user accounts) and has a signifcant security threat to a
system. Sybil attackers often manipulate social media
through misinformation, defamation, spam, malware, or
even just unrelated noise [1]. According to Yelp’s 2021 Trust
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and Safety Report, Yelp generated more than 19.6 million
reviews in 2021, of which only about 71% were recognized as
recommended reviews to be displayed by the platform.
About 29% of reviews were considered non-compliant re-
views, which have various issues including possible conficts
of interest, false, useless, or unreliable. Terefore, a reliable
Sybil attack detection scheme is essential for the MSNs.

Unlike traditional Sybil attacks launched by fake ac-
counts in online social networks, Sybil attacks in MSNs
deceive customers by recruiting real users to generate fake
content, which makes many existing Sybil detection ap-
proaches based on user behaviors fail (e.g., [2, 3]). Figure 1
illustrates a typical Sybil attack in Dianping. For a Sybil
attack, an agent often hires real users and includes rele-
vant requirements in the task posting, which specify the
object and aspect of an attack. Compared to traditional online
social networks (e.g., Twitter or Weibo), MSNs also greatly
diminish the impact of user relationships as their users are not
closely connected.Tis is because the main purpose of users is
to learn about a product or merchant through other users’
reviews, rather than communicating directly. Terefore, this
feature makes previous graph-based approaches [4–8] inef-
fective. Other studies [9–11] have demonstrated that text
features could provide good results for fake news detection.
However, unlike news, features extracted from reviews are
relatively scarce and variable, leading to these approaches
being less efcient. In addition, reviews inMSNs are related to
the product category, making the text features highly cor-
related with it. Hence, they lack the generalizability of de-
tection of Sybil attacks.

In this work, we propose a Sybil attack detection model
based on generative adversarial networks (GANs) to im-
prove the accuracy and generalization of MSNs. Inspired by
the idea of GANs, our model has three signifcant com-
ponents: a feature extractor, a domain classifer, and a Sybil
detector. First, to construct the feature extractor, we make
use of the neural network model of text convolutional neural
network (TextCNN) to extract text features of reviews, which
would be input to the Sybil detector and domain classifer.
Second, we make use of a neural network discriminator to
design the domain classifer. Te discrimination loss is set to
be maximized, and therefore the learned features are
common features unrelated to the product category. Tird,
based on the extracted text features, we design the Sybil
detector with a fully connected layer to detect the fake re-
views of Sybil attacks. Finally, we constitute a GAN using the
minimax game between the domain classifer and the Sybil
detector. Based on the real data crawled from Dianping, we
validate our model and compare it with 9 state-of-the-art
approaches. Te extensive experiments show that our model
has the best performance against Sybil attacks.

As far as we know, our model is the frst Sybil detection
model with GANs in MSNs. Our contribution can be
summarized as follows:

(i) We design a Sybil detection model based on GANs
to provide the generalizability of the model for
MSNs, which includes a feature extractor, a domain
classifer, and a Sybil detector.

(ii) We make use of the neural network model of
TextCNN to construct the feature extractor and
extract the text features of reviews.

(iii) We introduce the domain classifer with a neural
network discriminator, which is able to learn
common features.

(iv) We propose a GAN using the minimax game be-
tween the domain classifer and the Sybil detector.
Trough extensive experiments on Dianping, our
GAN model efectively improves the detection ac-
curacy of Sybil attacks.

Te organization of the rest of the paper is as follows. We
present the related work in Section 2.Te description of data
crawling, preprocessing, and annotation is given in Section
3. In Section 4, we present the construction of our model.
Extensive experiments are conducted and analyzed in Sec-
tion 5. At last, we conclude our work in Section 6.

2. Related Work

We list the literature related to our study and classify them
into two categories based on their research focus. Te frst
concentrates on the detection of Sybil attacks, and the
second targets GANs.

2.1. Sybil Attacker Detection. Most previous research has
focused on detecting Sybil attackers in online social net-
works (OSNs), such as fake accounts and spammers on
Twitter. Tey mainly construct a graph of user relationships
in the social networks using graph-based techniques. In the
graph, nodes of the graph represent users and edges of the
graph represent relationships.

Wei et al. [4] relied on social network graphs and
proposed a mechanism of Sybil defense, which uses the
metric to measure the relationship of users and thus decrease
the number of edges of Sybil attacks. Efendy and Yap [5]
made use of strongly connected graphs and strengthened the
defense by decreasing the number of edges of Sybil attackers.
Experimental results show that the defensibility of their
method can be recovered once suspicious edges are re-
moved. Furutani et al. [6] gave an explanation about the task
of Sybil detection in terms of signal processing of graphs and
proposed a general framework to design an approach for
Sybil detection with both belief propagation and random
wandering. Zhang et al. [8] improved the detection rate of
Sybil attacks by integrating local structural similarity
matching, regularization algorithms, and graph pruning in
the graph networks. To detect Sybil attacks, Xue et al. [7]
proposed a combination of graph edges and user feedback
information for social networks. All these methods making
use of graph models rely on the strong assumption that users
are closely connected to each other, which only applies to
OSNs [12]. However, the relationship between users is quite
sparse for recommendations in the MSNs, since most users
are not connected to others. Hence, building such an ef-
fective graph model is impossible for users in MSNs.
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Another important approach for Sybil detection is to
deploy feature extraction techniques. Rahman et al. [13]
took the impact of Sybil attackers into account and then
made use of the parameters of user impact weights for
Sybil detection. Egele et al. [14] proposed a model to
identify anomalous users during a short time which is able
to detect account theft. Tese two approaches mainly
extract user features from textual content for Sybil de-
tection. For OSNs, Ramachandran et al. [3] extracted user
behavior features (e.g., replies) and network-based fea-
tures (e.g., IP addresses) and then proposed a spam de-
tection system. In Twitter, Song et al. [2] designed a
method for fake review detection utilizing the feature of
retweeting. In MSNs, Zhang et al. [15] used behavioral
features of users and location-based features to detect
Sybil attacks. Lyu et al. [16] introduced spatial-temporal
features and users’ preference features and combined
them with traditional features to improve the detection
accuracy of Sybil attackers.

All these methods based on user features have two
drawbacks for detecting Sybil attacks in MSNs. On the one
hand, since Sybil attackers often try to imitate the behaviors
of real users in MSNs, these methods cannot distinguish real
users and Sybil attackers by only extracting user features. On
the other hand, they lack generalizability due to the natural
limit of feature engineering. In this work, we make use of a
neural network model to construct a detection model based

on GANs, aiming to improve the accuracy and general-
ization against Sybil attacks.

2.2. Generative Adversarial Networks. Our work is inspired
by the idea of GANs [17]. Existing GANs usually generate
images that match the observed samples by means of a
framework of minimax game.

Makhzani et al. [18] proposed a probabilistic self-en-
coder that deploys GANs to perform variational inference by
matching the posterior of the self-encoder with an arbitrary
prior distribution to ensure the distribution of the generated
samples. Lipton and Tripathi [19] made use of a simple,
gradient-based timely cropping technique that combines
with GANs to transform potential vectors into visually
plausible images. Te robustness of their method was ver-
ifed through experiments on unseen images. Ganin and
Lempitsky [20] proposed a GAN-based deep learning
framework in the absence of task-specifc labeled data. Tey
used few standard layers and a simple new gradient in-
version layer for data augmentation to obtain better per-
formance for small samples.

Pu et al. [21] designed a new GAN for joint distribution
matching. Unlike other methods that only learn conditional
distributions, their proposed model is able to learn the joint
distribution of multiple random variables (domains), which
establishes minimax games between event discriminators
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Figure 1: Te fow of a Sybil attack.
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and multimodal feature extractors. In particular, since the
multimodal feature extractor is forced to learn a static
representation of events in order to deceive the discrimi-
nator, it eliminates the tight dependence on specifc events in
the collected dataset and achieves a better generalization
capability on unseen events. Since GANs perform out-
standingly well for image and text processing, we explore the
core idea of GANs and leverage it for detecting Sybil attacks
in the MSNs.

3. Dataset

3.1. Dataset Description. Dianping is the largest and most
popular mobile social network for recommendation in
China. According to the ofcial data, Dianping has over 250
million active users and over 150 million reviews per month
in China. When a user visits Dianping, it suggests a list of
local merchants (e.g., restaurants) based on keywords en-
tered by the user or his current geographic location, which is
usually sorted by the merchant’s rating. According to
Dianping’s rules, the star rating of a merchant is a com-
bination of the overall rating of the site’s users and is au-
tomatically updated by the system based on a scientifc
formula without any human intervention. Users score the
merchant’s taste, environment, and service according to
criteria ranging from one star to fve stars. Te system av-
erages all users’ scores and then adjusts them according to
several predetermined indicators (including the number of
reviews, review time, member/merchant’s reputation, and so
on).

A merchant with a large number of positive reviews on
Dianping is a valuable advertisement, since a top-ranked
merchant on the praise list tends to attract more users to visit
that merchant. As a result, the platform of Dianping has
been under constant threat of Sybil attacks, and both the
number of positive reviews and ratings are often purpose-
fully manipulated by Sybil attackers. Dianping has estab-
lished its own review fltering mechanism.When we crawled
the data from Dianping, we found that users’ reviews are
divided into normal reviews and hidden reviews.Te hidden
reviews are not shown on the default store page or user page,
but we can still obtain them using a crawler. Reasons for
becoming a hidden review may include that the review lacks
sufcient informativeness (default positive reviews or re-
views are too short) or that the platform believes the review
may be a suspicious review posted by a Sybil attacker.
However, the details of Dianping’s review fltering algorithm
are not available to the public. Moreover, despite the plat-
form’s fltering algorithm, fake reviews with commercial
fraudulent nature are not completely eliminated.

3.2.DatasetAnnotation. In this work, our target is to build a
Sybil attack detection model for the review/comment data
from Dianping. We crawl the data related to Dianping and
acquire the data in the following steps. First, we manually
select 12 merchants that have been ofcially confrmed to
have Sybil attacks and crawl the reviews posted under these
merchants. Second, based on the list of users in the reviews,

we crawl out the personal information of these users and all
the reviews they have posted. Finally, we collect a total of
918,373 user reviews.

For the hidden comments, we hire fve undergraduate
students as annotators to fag Sybil or real but low-quality
comments. Te annotators were also given full freedom to
make use of any relevant information or their own intuition.
In terms of some controversial cases, we deployed voting to
determine the fnal outcome. Terefore, a review is marked
as Sybil when and only when the results of fve votes are
SSSLL, SSSSL, or SSSSS, while S stands for Sybil and L stands
for the legitimate review that contains low information or
invalid positive reviews. Te average annotation consistency
based on Cohen κ is 0.74, which indicates the consistency
property of annotation [22].

4. Our Methodology

In this section, we frst introduce the three components of
the model proposed in this paper: a feature extractor, a
domain classifer, and a Sybil discriminator. Ten, we de-
scribe how to integrate these three components to establish a
generalized learning representation model. Te fowchart of
our model is shown in Figure 2.

4.1. Feature Extractor. For the Sybil attack in MSNs, we frst
choose a text feature extractor to extract the text features.
Unlike common fake reviews, Sybil attacks are organized.
Some Sybil attackers often give verbal hints to show the
advantages of products or services, and these reviews are
diferent for various types of products and services. Hence,
we choose a text feature extractor to identify the rich in-
formation in the review text. Our feature extractormakes use
of a convolutional neural network (CNN) as the main
feature input module, which was frst proposed due to the
need for work on images and has been widely used in areas
such as image processing [23, 24]. In the year of 2014, Zhang
and Wallace [25] frst proposed using CNNs to implement
sentence classifcation. Te initial TextCNN network has
only one convolutional layer and one maximum pooling
layer, and the output is connected to softmax for multiple
classifcations. Te general structure diagram of TextCNN is
illustrated in Figure 3. In this work, we capture text features
of diferent granularity by adjusting the size of the con-
volutional window.

In terms of text feature extraction, we frst preprocess the
raw text of the reviews. We remove non-Chinese and un-
recognizable reviews (e.g., text containing only emojis and
special symbols) because these samples play no role in model
training. We then eliminated information such as punctu-
ation marks or emoticons in the sentences and split the
review text using jieba. Jieba is a Python-based Chinese
splitting component that can be used for word segmentation,
lexical annotation, and keyword extraction. After pre-
processing, we remove useless information such as con-
junctions in the splitting result according to jieba and fnally
repatch the text at the end of the splitting to get the split
words.
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Subsequently, we use word2vec to encode the processed
text. Previous studies [26, 27] have shown that using a word
embedding model can improve the performance of con-
volutional neural networks to a greater extent than the
TextCNN structure adaptation. To obtain the word vector
encoding, we choose a pretrained word embedding model
that generates a 32-dimensional word vector corresponding
to a word.Te pretrained model is constructed by skip-gram
through an existing lexicon. Compared to large-scale pre-
trained language models, the word embedding model has
lower dimensions and is more suitable for convolutional
neural networks. As a result, each word is encoded as a
vector. For a given text Dicontaining the sentence Sj, Sj �

w1, w2, . . . , wnj
􏼚 􏼛, when all words w are in the dictionary of

the word embedding model, we give the representation of
the sentence:

VSj
� concate Vw1

, Vw2
, . . . , Vwnj

􏼒 􏼓, (1)

where concate means concatenation of vectors. Similarly,
the word embedding of the comment text Di is repre-
sented as

VDi
� concate VS1

, VS2
, . . . , VSmi

􏼒 􏼓. (2)

Since the vast majority of the text in the review is within
100 characters in length, we do not consider the long-term
dependency between sentences. After getting the input text
embedded, the convolution flter of window size z outputs
the fltered word vectors based on the input vectors. For
word wk, the output vector after convolution is

covz wk( 􏼁 � Relu Wc · V
w

k−
z
2
: w

k+
z
2

􏼔 􏼕

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠, (3)

Relu � max(0, x), (4)
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where Wc is the weight of the flter and Relu is the activation
function. Te flter converts all words of sentence Sj to a
feature vector:

covz Sj􏼐 􏼑 � covz w1( 􏼁, . . . , covz wnj−z+1􏼒 􏼓􏼔 􏼕. (5)

We then use maxpooling to extract the maximum value
of the features. Maxpooling can reduce the number of model
parameters and help to reduce the problem of model
overftting. After the pooling operation, the 2-D or 1-D array
is often converted into a single value. For the subsequent
convolution layer or fully connected hidden layer, the
number of parameters of a single flter or the number of
neurons in the hidden layer is reduced.Te variable length of
inputs can be collapsed into fxed-length inputs. Te model
of CNN often ends up with a fully connected layer, and its
number of neurons needs to be fxed in advance. Te text
features after the maxpooling operation are denoted as Rf. A
fully connected layer is used to obtain the fnal text features:
Ff(Wf · Rf), where Wf is the weight matrix of the fully
connected layer.

We denote the text feature extractor as Ff(Rf; θf),
where θf denotes the parameter to be learned. Te output of
the feature extractor is used as the input features for the
subsequent generation of the adversarial model.

4.2. Domain Classifer. Te main purpose of the domain
classifer is to learn the category to which a review belongs.
During the data processing, we classify review data into K

categories, and there are some diferences in the text cor-
responding to diferent products. Te domain classifer
determines the category to which the reviews belong by
dealing with the output of the feature extractor. In our task,
we want to identify fake reviews into diferent domains by
text, which is also able to extract Sybil text features with
commonality.

Te domain classifer Gd consists of a neural network
discriminator with a network structure consisting of a three-
layer fully connected neural network and using Relu as the
activation function. We give the loss function of the domain
classifer as follows:

Ld θf, θd􏼐 􏼑 � 􏽘
K

k�1
log Gd Ff Rf; θf􏼐 􏼑􏼐 􏼑; θd􏼐 􏼑. (6)

We could learn the parameter of loss function of domain
classifer θd by

􏽢θf, 􏽢θd􏼐 􏼑 � argmax
θf,θd

Ld θf, θd􏼐 􏼑, (7)

where the loss Ld is calculated by the cross-entropy function.
Te loss is used to estimate the variability of the diferent
domain distributions. When the loss is large, the diference
between reviews’ domain distributions is small and the
learned features are approximated. Tis means that the
common features of all domain texts are extracted. Tere-
fore, in our model, we prefer the domain loss function to be

as large as possible, that is, to maximize the discriminative
loss Ld(θf, θd) by fnding the optimal parameter θf. With
this condition, the Sybil classifer of text can fnd all the Sybil
reviews as possible.

4.3. Sybil Detector. In this part, we introduce the Sybil de-
tector, which uses softmax to deploy a fully connected layer
to determine whether a review is a Sybil review or not. Our
detector is based on the text features extracted from the
feature extractor Ff. We denote the Sybil detector as
Gs(Ff; θs), where θs denotes all parameters included in the
detector. Given a review Di, the probability that this review
belongs to Sybil reviews is Ps(Di):

Ps Di( 􏼁 � Gs Ff Rf; θf􏼐 􏼑; θs􏼐 􏼑. (8)

We use cross-entropy to calculate the loss of the model:

Ls θf, θs􏼐 􏼑 � 􏽘

N

i�1
y log Ps Di( 􏼁( 􏼁 +(1 − y)log 1 − Ps Di( 􏼁( 􏼁􏼂 􏼃,

(9)

where Ls donates the loss of Sybil detector and N donates the
total number of reviews. For a single Sybil review detector,
we only minimize the loss function by fnding the optimal
parameter θs:

􏽢θf, 􏽢θs􏼐 􏼑 � argminθf,θs
Ls θf, θs􏼐 􏼑. (10)

Te minimization loss can capture class-specifc-based
representations. However, such features lack generalization.
Terefore, we need a generalized learning representation
model that captures common features across categories.

4.4. Model Combination Optimization. To establish the
generalized learning model, we need to remove the
uniqueness of each domain feature. Tis is completed by
measuring the variability of feature representations across
domains and removing them to capture feature represen-
tations across domains. Terefore, it leads to a minimal and
maximal game between the domain classifer and the Sybil
detector. On the one hand, the domain classifer tries to trick
the detector to maximize the discriminative loss. On the
other hand, the Sybil detector aims to discover event-specifc
information contained in the feature representation to
identify the Sybil review. Hence, we construct our model
with GANs using the minimax game [28–30]. Te overall
loss of these two classifers is expressed as

Lall θf, θd, θs􏼐 􏼑 � Ld θf, θd􏼐 􏼑 − λLs θf, θs􏼐 􏼑, (11)

where λ is a parameter that regulates the importance of two
classifcation tasks. Larger λ indicates a higher importance of
the domain classifcation task, and smaller λ indicates a
higher importance of the Sybil review detection task in a
specifc domain. In the experimental part, we investigate the
optimal value of λ. For the minimax game, the parameter set
we seek is the saddle point of the fnal objective function:
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􏽢θf, 􏽢θd, 􏽢θs􏼐 􏼑 � argminθf,θd,θs
Lall θf, θd, θs􏼐 􏼑. (12)

We make use of stochastic gradient descent to fnd the
saddle point. We fx the learning rate r and update the loss in
each step:

θf :� θf − r
zLd

zθf

− λ
zLs

zθf

􏼠 􏼡,

θd :� θd − r
zLd

zθd

,

θs :� θs − r
zLs

zθs

.

(13)

In the experimental section, we compare our model with
other approaches and also discuss the efect of the learning
rate and the optimization on our model.

5. Experiments

In this section, we separate the data for training and testing
and set up evaluation for our model. First, the raw data are
analyzed and the distribution of length of reviews is illus-
trated. Second, a series of basic methods are presented for
comparative evaluation. Tird, a large number of experi-
ments are done and the performance evaluation of our Sybil
detector is shown in detail. Fourth, an ablation study is
performed to demonstrate the validity of our model. Finally,
we validate our model on diferent parameters. Our model is
evaluated on a server with Intel CPU Xeon W-2123 3.9GHz
and 64G RAM.Te GPU of the server is NVIDIA Tesla v100
with CUDA version 10.2. Our model is implemented by
Python 3.7, with PyTorch 1.10.0.

5.1. Data Analysis. We analyze the distribution of length of
reviews, and the results are shown in Figure 4. Te text
length analyzed here is the length of the raw review text,
which contains emotions and punctuation marks. Hence,
the length will be greatly reduced after preprocessing. We
choose a criterion of every 30 words and divide the text
length into 10 levels. It can be found that more than 1/4 of
the comments have no more than 30 words. At the same
time, nearly half of the comments are less than 60 words in
length, while comments longer than 120 words only account
for 30% of the total.

We also count the length distribution of text after symbol
removal, since these symbols have no meaning in feature
learning of text.Te results are shown in Figure 5. More than
30% of valid characters are less than 30 characters in length.
Te proportion of less than 60 words is more than 50%, and
the efective comments longer than 120 words only account
for 1/4. By comparing before and after symbol cleaning, we
demonstrate the previous hypothesis that text lengths are
generally shorter in MSNs. Useless symbols account for a
large proportion and are not suitable for general detection
models of long text.

In order to reduce the impact of distribution of review
length and then reduce the training cost of the model, we

choose reviews with higher quality (longer length and rel-
atively obvious features) to form our dataset.

5.2. Baseline Methods. Benchmark 1 (Classical Machine
Learning Model). In the experiment, we select some classical
models that are widely used for text classifcation. To get the
best results, we also choose the optimal parameters for each
of the models as much as possible.

We select tree-based models, including random forest
(with the number of estimators as 20 and max depth as 5),
XGBoost (with the learning rate of 0.05 and max depth as 4),
and AdaBoost (with the number of estimators as 200,
learning rate as 0.05, and estimators as CARTdecision tree).
Te input of all these models contains all the text features we
extracted.

We choose the logistic regression (with Lasso) as a model
for comparison. We also compare our model with SVM
(with RBF kernel and penalty parameter as 1) and KNN
(with Euclidean distance).

Benchmark 2 (Relevant Model). We also choose another
three detection schemes for comparison as they all are
deployed in MSNs. Te traditional feature model (TFM)
makes use of statistical features of users and text features for
Sybil detection. Since the feature dimension is low, we use

0
20000
40000
60000
80000

100000
120000
140000
160000

under 30 words
120~150 words
240~270 words
30~60 words
150~180 words

over 270 words
60~90 words

90~120 words
210~240 words

180~210 words

Figure 4: Te distribution of length of original review data.
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SVM as the classifer. Zhang et al. [31] utilized both location-
based features and traditional features of users to detect Sybil
attacks in Dianping. Lyu et al. [16] made use of location-
based features, users’ preference features, and spatial-tem-
poral features for fake review detection in Dianping.

To evaluate the performance of these models, we will use
the following metrics: precision, recall, F1-score, and AUC
(area under the ROC curve), which are commonly used in
the classifcation system.

5.3. Model Evaluation. In the experiments, we make the
following setups. For the feature extractor, we set the di-
mension of word embedding k as 32 and the number of
flters as 20. In terms of the model of TextCNN, we set the
window size of flters from 1 to 5.Te hidden size of the fully
connected layer in the feature extractor is set to 32. For the
Sybil detector, the hidden size of the fully connected layer is
set to 64. Te domain classifer consists of two fully con-
nected layers. Te hidden size of the frst layer is set to 64,
and the hidden size of the second layer is 32. For all baselines
and our proposed model, we use a batch size of 100 in the
training phase. Te epochs are set to 100, and the learning
rate is set to 5e− 4.

We compare our scheme with various baseline methods
and give the results in Table 1. For diferent machine
learning models, we choose diferent methods of text
encoding based on the dimension of the input features, since
the input dimension will largely afect the performance of
the model. For example, in terms of tree-based models, we
choose word2vec +TextCNN as the method of text encod-
ing. By comparing diferent machine learning models, the
tree-based models based on TextCNN+word2vec generally
perform quite well, which proves the efectiveness of text
feature extraction. Among the tree-based models, random
forest obtains the best results, outperforming the other
models in F1-score, precision, and recall.

Our model outperforms Benchmark 1 and Benchmark 2
using features in terms of almost all the indicators. Te
results of our model exceed random forest by 3% in pre-
cision and 6% in AUC, which illustrates the usefulness of
adversarial networks in MSNs. In Benchmark 2, Zhang
et al.’s method and Lyu et al.’s method both perform slightly
worse than our method despite the use of location-based
features. Tis further demonstrates that the interference of
the diference of domain distribution afects the fnal results.
Compared to the other models, our model does not use any
additional features, and the generalization of our model is
enhanced.

5.4. Ablation Study. In this part, we perform ablation ex-
periments for our model. Te ablation experiments compare
two additional models: the non-text feature model (nTFM)
and the non-adversarial model. Te nTFM model contains
user features and interaction information, while the non-
adversarial model does not implement a GAN, but deploys a
Sybil detector only using the TextCNN model combined
with a neural network classifer.

Te experimental results are shown in Figure 6. Te
overall performance of our proposed model is better than
that of the non-adversarial model in terms of AUC, pre-
cision, recall, and F1-score. Te AUC of our model with
GANs is similar to the model of nTFM. However, all other
metrics are improved signifcantly, which indicates that our
model has better generalizability for detecting Sybil reviews.
For all the metrics, the results of the non-adversarial model
are lower than the results of the adversarial networks, but
they perform slightly better than the model of nTFM in
terms of generalization.

In order to show the diference between GANs and the
non-adversarial model for text feature extraction, we use
t-SNE [32] to reduce the dimensionality of the classifcation
results and then perform visualization. Te fnal results are
shown in Figure 7. Compared to GANs, the classifcation
results of the non-adversarial model are more compact and
the distances between positive and negative samples are
closer. Tis means that there is little diference between a
normal Sybil review and a normal review in the non-
adversarial model. In contrast, the discriminability of the
text features learned by GANs is better, with a larger interval
between samples with diferent labels. Tis is because the
domain classifer tries to eliminate the dependency between
the feature representation and the product category during
the training phase.With the assistance of the minimax game,
the Sybil detector can learn invariant features in diferent
categories and obtain the capability of generalization.

5.5. Parameter Analysis. In this section, we discuss the
impact of various parameters on our model. For the feature
extractor of our model, we discuss the efect of window size z

. For our fnal model based on GANs, we focus on the impact
of the loss weight λ and the learning rate r in the loss
function on the overall model.

5.5.1. Te Impact of Window Size. Te experimental results
for diferent window sizes are shown in Table 2. When the
window size is set from 1 to 5, we can best extract text
features with diferent granularity. For other window sizes,
either the results will be degraded due to missing features or
the efective features will be degraded due to too large
window size. For a specifc window size, our model has n

diferent flters. Considering the size of the training set, we
set n to be 20 in order to reduce the training time while
ensuring the training results.

5.5.2. Te Impact of Loss Weight. In our GANs, λ is the
critical parameter that regulates the importance of the two
classifcation tasks. Larger λ indicates a higher importance of
the product category classifcation task, while smaller λ
indicates a higher importance of the Sybil review detection
task. Te value of λ determines the overall performance of
the model, so we research the optimal value through a large
number of experiments, which are shown in Table 3.

Based on our experiments on λ, we can study the impact
of the auxiliary classifcation task of GANs on the overall
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model. When λ is set to zero, it means that the module of
domain classifer fails, and its classifcation result has no
efect on the feature extraction based on TextCNN. Hence,

the overall model can be considered as a simple TextCNN for
Sybil detection task. It can be found that even a simple
TextCNN model can achieve good results for Sybil attack
detection. As λ gradually increases, the experimental results
of the model are gradually improving. If λ � 0.95, our model
obtains the best classifcation performance, which proves
that the introduction of the domain classifcation task helps
improve the generalization ability of our model. When λ
continues to increase, our model pays more attention to the
accuracy of the classifcation task of review domains,
resulting in insufcient information for the Sybil detection
task. When the value of λ is particularly large, it is equivalent
to the model completely turning into a domain classifcation
model. In this case, the objective becomes to classify reviews
into diferent categories, which leads to poor fnal results of
the model.

5.5.3. Te Impact of Learning Rate. We also experimentally
determine the optimal learning rate of the model. As an
important parameter in supervised learning and deep
learning, the learning rate determines whether and when
the objective function converges to a local minimum. Te
convergence process will be slow when the learning rate is
small, while the gradient may vibrate when the learning
rate is large. A suitable learning rate can make the ob-
jective function converge to a local minimum in a suitable
time.

Table 2: Results on diferent window sizes.

Size of window AUC Precision Recall F1-score
1 0.652 0.63 0.643 0.636
2 0.7 0.72 0.723 0.721
3 0.725 0.721 0.725 0.723
4 0.722 0.723 0.721 0.722
1, 2 0.750 0.752 0.753 0.752
1, 2, 3 0.780 0.777 0.772 0.774
1, 2, 3, 4 0.782 0.78 0.779 0.779
1, 2, 3, 4, 5 0.785 0.782 0.783 0.782
1, 2, 3, 4, 5, 6 0.778 0.78 0.773 0.776
2, 3, 4, 5 0.775 0.768 0.78 0.774

Table 3: Results on diferent model weights.

λ AUC Precision Recall F1-score
0 0.773 0.771 0.772 0.771
0.1 0.776 0.775 0.776 0.775
0.5 0.778 0.776 0.78 0.778
0.8 0.78 0.78 0.779 0.779
0.9 0.788 0.788 0.781 0.784
0.95 0.795 0.796 0.800 0.798
1 0.782 0.780 0.781 0.780
1.05 0.780 0.780 0.780 0.780
1.1 0.778 0.78 0.773 0.776
1.5 0.772 0.771 0.771 0.771
2 0.76 0.758 0.76 0.759
10 0.71 0.703 0.701 0.702
100 0.62 0.617 0.62 0.618
10000 0.433 0.435 0.433 0.434

Table 1: Te comparison results of diferent models.

Methods Precision Recall F1-score AUC
LR (TF-IDF) 0.49 0.59 0.53 0.55
XGBoost (word2vec +TextCNN) 0.63 0.64 0.63 0.66
AdaBoost (word2vec +TextCNN) 0.70 0.59 0.64 0.62
Random forest (word2vec + TextCNN) 0.76 0.77 0.77 0.76
SVM (TF-IDF) 0.74 0.71 0.73 0.82
KNN (TF-IDF) 0.73 0.75 0.74 0.66
TFM 0.66 0.68 0.67 0.79
Zhang et al.’s method [31] 0.70 0.68 0.69 0.79
Lyu et al.’s method [16] 0.72 0.74 0.73 0.80
Our model (word2vec +TextCNN+GANs) 0. 9 0.80 0.80 0.82

AUC Precision Recall F1-Score
0.64

0.68

0.72

0.76

0.8

0.84

Our Model
nTFM
Non-adversarial Model

Figure 6: Results of ablation study on diferent models.

(a) (b)

Figure 7: Te fnal extracted features of the non-adversarial model
(a) and GANs (b).
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To compare the efects on the model results between
diferent learning rates, the parameters other than the
learning rate are consistent with the optimal results dis-
cussed above, and our experimental results are shown in
Table 4. In addition to the fxed learning rate approach, we
also discuss two optimization methods based on learning
rate decay (learning rate decay and Adam+ learning rate de-
cay). Te dynamic learning rate decay method decreases the
learning rate as the epoch increases, which reduces the pos-
sibility of model oscillations and allows the gradient to con-
verge to a stable range. Adam optimizer adaptively adjusts the
learning rate and optimizes the results according to the gra-
dient changes. In terms of learning rate decay, we set the initial
learning rate to 1e-3 and make it decrease gradually with the
number of iterations. Te experimental results show that using
learning decay alone cannot improve the model performance.
By adding the Adam optimizer, all the performances of metrics
improve, with F1-score improving by 1.5% compared to the
optimal fxed learning rate model. Terefore, we suggest using
Adam+ learning decay as the optimizer.

 . Conclusion

In this paper, we propose a novel Sybil detection model
based on GANs for MSNs, which contains a feature ex-
tractor, a domain classifer, and a Sybil detector. First, we
construct the feature extractor with the neural network
model of TextCNN, which is able to extract the text features
of reviews. Second, we introduce the domain classifer to
learn common features of reviews in diferent domains.
Tird, we design the Sybil detector to detect the Sybil review.
Finally, we design our model based on GANs using the
minimax game between the domain classifer and the Sybil
detector. We also examine the efect of the two classifcation
tasks of GANs and then fnd the optimal adversarial pa-
rameters for our model. Based on the dataset fromDianping,
we experimentally validate that our model has excellent
generalizability and achieves better detection accuracy than
other Sybil detection models as well. In the future research,
we will try to introduce graph neural networks to provide
more properties for our model.
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