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Te development of the 5th GenerationMobile Communication Technology not only brings convenience to people but also brings
many network security problems. Based on the static game theory of complete information, a game model of attack and defense
with limited resources in heterogeneous networks of Cyber Physical Systems is established. Tis model analyzes the basic rules of
the ofensive and defensive strategies of both parties when the ofensive and defensive resources are limited in the 5th Generation
Mobile Communication Technology network environment. Te model can also describe the interaction between attackers and
defenders. A novel compact particle swarm optimization algorithm is proposed to solve the difcult problem of solving the Nash
equilibrium of this gamemodel.Te simulation experiment proves that novel compact particle swarm optimization algorithm has
good optimization ability and shows that the algorithm can efectively solve the Nash equilibrium of the model. Te simulation
experiment provides a strategic reference for the attack-defense game with limited resources.

1. Introduction

In recent years, the 5th Generation Mobile Communication
Technology (5G) has developed rapidly and has been widely
used in many aspects of the lives of people [1]. 5G is
characterized by fast transmission rate and high stability [2].
In the future, 5G will be applied in cyber physical systems
(CPS), industry, education, environment, medical care,
transportation, and many other aspects to achieve real full
coverage [3–5]. Based on these characteristics of 5G, het-
erogeneous networks of CPS are also developing rapidly.Te
core goal of heterogeneous networks is to achieve free
connectivity of devices [6]. Te Internet can be composed of
multiple interconnected heterogeneous networks. Te de-
vices used to connect heterogeneous networks are routers. A
heterogeneous network means that two or more wireless
communication systems use diferent access technologies or
use the same wireless access technology but belong to dif-
ferent wireless operators [7]. Heterogeneous networks can
make use of existing multiple wireless communication
systems, and through the integration of systems to make the

multiple systems can learn from each other tomeet the needs
of future mobile communication services. Te intelligent
access means of multimode terminals is used by heteroge-
neous network to make a variety of diferent types of net-
works that can jointly provide wireless access anytime and
anywhere for users [8]. Te CPS is closely related to het-
erogeneous networks. Te CPS is mainly divided into three
layers: the perception layer, the network layer, and the
control layer. Te transmission of information mainly de-
pends on the network layer. Te connection of diferent
devices among CPS can be regarded as a heterogeneous
network [9]. Te signifcance of CPS is to connect physical
devices to the Internet, which enables physical devices to
have fve functions: computing, communication, precise
control, remote coordination, and autonomy [10]. Te
communication is put on the same level as computing in
CPS. Te network scale of CPS surpasses that of existing
industrial control network. Te CPS is thought to connect
the whole world. Te development of 5G heterogeneous
networks also brings opportunities for hackers [11–13].
Hackers can use advanced persistent threat (APT), denial of
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service (DOS), and other attack methods to attack network
devices of CPS and use eavesdropping, interference, and
other attack methods to attack the information transmission
links of CPS [14–16]. Te attacks from hackers are char-
acterized by diversity, large scale, and high density [17–19].
It brings great challenges for defenders to defend against
attacks [20, 21]. Firewall and intrusion detection system
(IDS) has a delay in attacks from hackers, and reasonable
defense measures cannot be taken before attacks from
hackers [22, 23]. Terefore, it is particularly important to
carry out macro analysis of attack and defense behaviors of
hacker and defender through game theory. Trough this
analysis, defenders can obtain the possible attack strategies
of hackers before being attacked and then defenders can take
efective defense strategies to reduce the loss.

Tere have been many studies using game theory to
analyze the behaviors of hackers and defenders [24–26].
Researchers build diferent models for diferent application
environments and use game theory for macro analysis
[27–30]. Li et al. propose a zero-sum complete information
static game model under the network topology graph and
proposes a sensitive cost parameter for attacking and de-
fensing [31]. He only considers two attack strategies, and the
model is quite diferent from the actual situation, so this
model is not universally applicable. Min builds a Colonel
Blotto game using APT attack and defense [14]. And the
Nash equilibrium of the model is solved. Simulation ex-
periments show that a “hotbooting” CPU allocation method
proposed by Min has lower computational complexity. Jiang
proposes a network security defense graph by the state of
devices [32]. Taking into account the three attributes of
information confdentiality, availability, and integrity into
the model, the optimal defense strategy is obtained through
game theory. Leng et al. propose a three-player complete
information static gamemodel based on white hat, black hat,
and software manufacturers. Te simulation experiment
shows that the model provides an efective strategy for
software manufacturers to reduce the risk of software vul-
nerabilities [33]. Attiah et al. transform the three-strategy
attack-defense game model into a two-strategy game model.
And the mixed strategy of the model is solved [34]. Wang
and Zeng propose a two-stage game in the process of attack
and defense. In the frst stage, the attacker scans the port of
the defender, and the defender deceives or truthfully re-
sponds to the attacker. In the second stage, the two sides play
a strategic game [35]. Ferguson-Walter et al. establish an
incomplete information dynamic game model for network
deception attacks to analyze the strategic choices of both
attackers and defenders. Tis model is more in line with the
current ofensive and defensive scenarios and has strong
reference signifcance [36]. Shen et al. propose a signal game
model for the selection of intrusion detection strategies in
the wireless sensor network environment. Te model uses
detection rate and false alarm rate and analyzes the impact of
these two parameters on strategies selection [37].

Although there are many existing studies on attack-
defense equilibrium based on game theory, there are not
many studies on the attack and defense game in the 5G
heterogeneous network environment of CPS. Te biggest

faw of the existing research models is that they do not
consider whether the communication links are attacked, but
only consider whether the heterogeneous devices are
attacked. Another faw is that the scale of attack and defense
is too small to meet the conditions of 5G. Intelligent
computing provides a solution for solving Nash equilibrium
of large-scale ofensive and defensive games. Te most used
and most classic intelligent computing algorithm is the
particle swarm optimization (PSO). Te PSO is proposed by
Kennedy and Russell in 1995 according to the foraging
behavior of birds [38]. Diferent algorithms need to be
optimized for diferent problems, so diferent heuristic al-
gorithms are constantly proposed, such as genetic algorithm
(GA) [39], whale optimization algorithm (WOA) [40], black
hole (BH) [41], bat algorithm (BA) [42], and sine cosine
algorithm (SCA) [43]. A novel compact particle swarm
optimization (ncPSO) that uses less memory space and has
stronger optimization ability is proposed to solve the Nash
equilibrium of the game model proposed in this paper.

Te main contributions of this paper are as follows:

(1) Establish a network topology graph based on 5G
heterogeneous network of CPS to analyze the attack
and defense behaviors. Increase the number of of-
fensive and defensive strategies.

(2) Consider not only network devices being attacked
but also communication links between devices being
attacked.

(3) A ncPSO is proposed to solve the mixed strategy
Nash equilibrium of the game model.

(4) Te strategy selection problem of attackers and
defenders under diferent attack resources and dif-
ferent defense resources is analyzed.

Te rest of this paper is structured as follows. A 5G
heterogeneous network topology diagram of CPS is con-
structed in Section 2. A attack and defense game model is
established in Section 3.Te cPSO is proposed and a method
for solving mixed strategy Nash equilibrium using the cPSO
is described in Section 4. Simulation experiments to discuss
the mixed strategies of attackers and defenders under dif-
ferent resources are conducted in Section 5. A conclusion is
given in Section 6.

2. System Model and Symbols

A heterogeneous network of CPS based on 5G can be de-
scribed as an undirected connection graph. We use G �

(V, E) to represent the graph in this paper.
V � v1, v2, . . . , vNV

  is a set containing all vertices. NV �

|V| represents the total number of the vertices. Each vi is a
vertex in G and indicates a device in heterogeneous network
of CPS. Devices in a heterogeneous network can be mobile
phones, servers, smart appliances, routers, etc.
E � e1, e2, . . . , eNE

  is a set containing all edges. NE � |E|

represents the total number of the edges. Each ei is an edge in
G and indicates a type of communication link in hetero-
geneous network of CPS. Communication links in a
heterogeneous network of CPS contain telephone
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communication, mobile communication, point to point
(P2P), etc. Te number of all elements in the graph G is
NG � NV + NE. We can denote G � g1, g2, . . . , gNG

  by
G � (V, E). Every gi can be an attack target for attacker and
a protective target for defender.

We use a diagonal matrix CNv×Nv
to describe the con-

nectivity of graph G. Te detailed representation of C is
shown in (1). Let Gmax denote the maximum connectivity of
graph G.

Cij � Cji �
1, vertexi and vertex j are connected,

0, vertexiand vertex j are not connected.


(1)

Since diferent devices and diferent communication
links have diferent functions and roles in heterogeneous
networks, they have diferent importance in networks. We
use Ii to denote the importance of the ith element in graphG.
For vertices, their importance is represented by the number
of edges connected by them. For edges, their importance is
represented by the smaller maximum connectivity of the
subgraphs on either side of the edge. Te importance of each
element in graph G is shown in

Ii �


NV

j�1
Cij, ifgiisavertex,

min max G1max
, G2max

  , ifgiisanedge,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

where G1 and G2 are subgraphs on either side of the edge gi.
G1max

, and G2max
are the maximum connectivity of the sub-

graph G1 and subgraph G2.
Usually, the available resources for attackers and de-

fenders to attack and defense network components are
limited. SourceA and SourceD are used to denote the total
available resources of attackers and defenders, respectively.
An attacker can attack one or more elements according to
the attack resources. For example, an attacker can use DOS
to attack a server, use routing spoofng to attack a router, use
fooding to attack a switch, and use APT to attack a specifc
device. Tey also can use eavesdropping, truncation, jam-
ming, and tampering to attack the communication links
between devices. Te defender can defense the network
elements using limited resources at the same time. For
example, a defender can use blacklist to prohibit attackers
attacking server, use fow cleaning to protect routers, and use
protection software to defense application devices. De-
fenders also can use encryption, flter, and VPN to defense
the communication links.

3. Attack and Defense Game Model

Based on the model graph proposed in Section 2, we es-
tablish a game model M � (A, D, SA, SD, UA, UD) to analyze
behaviors of attacker and defender. In this game model, the
attacker and defender take measures at the same time and
there is no cooperative relationship between them, but the
beneft calculation is diferent for both attacker and de-
fender, so this game model is a nonzero sum game model.

Te meanings of the six tuple in the game model M are as
follows:

(1) A: An attacker in a 5G heterogeneous network. Te
attacker can adopt diferent attack strategies to attack
diferent components in the heterogeneous network.

(2) D: A defender in a 5G heterogeneous network. Te
defender also can take feasible measures to protect
components in the heterogeneous network.

(3) SA: SA � SA1
, SA2

, . . . SAi
, . . . , SAM

  is the attack ac-
tion set for attacker, where M represents the total
number of the attack strategies.
SAi

� (a1, a2, . . . , aj, . . . , aNG
) ∈ SA is an attack

strategy combination in SA. Te value of aj is shown
in

aj �
1, ifgjis attacked,

0, ifgjis not attacked.

⎧⎨

⎩ (3)

(4) SD: SD � SD1
, SD2

, . . . SDi
, . . . , SDN

  is the defense
action set for defender, where N represents the total
number of the defense strategies.
SDi

� (d1, d2, . . . , dj, . . . , dNG
) ∈ SD is a defense

strategy combination in SD. Te value of dj is shown
in

dj �
1, ifgjis defensed,

0, ifgjis not defensed.

⎧⎨

⎩ (4)

(5) UA: UA(SAi
, SDj

) is the attack proft after the attacker
and defender adopt strategy SAi

and SDj
.

(6) UD: UD(SAi
, SDj

) is the defense proft after the at-
tacker and defender adopt strategy SAi

and SDj
.

In the game, the available resources of both sides cannot
be infnite. Taking human, material, and fnancial resources
into consideration, SourceA and SourceD are used to denote
the total available resources of attackers and defenders,
respectively. Each element gi in G has diferent attack costs
and defense costs for attackers and defenders according to its
own characteristics, denoted by CostAi and CostDi . Terefore,
the ofensive and defensive behaviors must meet the
following:



NG

i�1
ai × CostAi ≤ SourceA, (5)



NG

i�1
di × CostDi ≤ SourceD. (6)

Whether a network element gi in G is breached depends
on the strategies from attacker and defender. It can be
described by

Bi �
1, ai � 1&&di � 0( ,

0, ai � 1&&di � 1( ‖ ai � 0( ,
 (7)

where Bi � 1 represents that gi is breached and Bi � 0
represents that gi is not breached. When element gi is
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breached, we remove it from G, then we obtain a new graph
G′ after the game.

For the attacker, the gain function in the model M is
represented by the loss connectivity of the graph G. For the
defender, the gain function is represented by the maximum
connectivity of the network after the game. We have as-
sumed the maximum connectivity before game is denoted as
Gmax in Section 2. Ten we assume the maximum con-
nectivity after the game as Gmax′ . So the UA and UD can be
calculated by (8). Te proft matrix can be represented in
Table 1.

UA � Gmax − Gmax′ ,

UD � Gmax′ ,

s.t. 

NG

i�1
ai × CostAi ≤ SourceA,



NG

i�1
di × CostDi ≤ SourceD.

(8)

In the game, both the attacker and the defender hope to
achieve their maximum benefts. So they choose to use the
strategy that could maximize their benefts.Tey also need to
consider the strategies form another on their own returns.
Eventually, they will reach a strategic equilibrium. In the
game, there may exist a pure strategy and a mixed strategy
Nash equilibrium. We assume that the optimal policy of
attacker is S∗A, and the optimal policy of defender is S∗D. If S∗A
and S∗D satisfy (9), they are a set of Nash equilibrium
solutions.

∀SAi
, UA S

∗
A, S
∗
D( ≥UA SAi

, S
∗
D ,

∀SDj
, UD S

∗
A, S
∗
D( ≥UD S

∗
A, SDj

 .

⎧⎪⎪⎨

⎪⎪⎩
(9)

4. Game Solution

A solution to solve the equilibrium strategy of M is proposed
in this section.Tis paper takes the attacker as an example to
discuss, and the analysis method of the defender is similar to
attacker. In this model game M, there may be a pure strategy
and a mixed-strategy Nash equilibrium.

For pure-policy Nash equilibrium, we use the traditional
min-max theorem to solve [44]. Te idea of this theorem is
to choose the optimal strategy under various worst-case
scenarios [45]. When the proft matrix of model M satisfes
(10), strategy (S∗A, S∗D) is a pure strategy equilibrium.

max
1≤i≤M

min
1≤j≤N

UAij
� min

1≤j≤N
max
1≤i≤M

UAij
� UAi∗j∗

. (10)

Pure strategy is a special form of mixed strategy. When
the probability of one strategy is 1, and the probabilities of
other strategies are 0, it is a pure strategy. First of all, a
strategy choice is given for one participant, another par-
ticipant chooses the strategy that brings the highest proft
among the diferent strategies. Second, the optimal strategy
of another participant is given, and the frst participant
compare whether the strategy which another participant

chooses is also optimal for him. Tird, if the strategy
combination is the optimal strategy for both participants,
then it is a pure strategy Nash equilibrium of the game.
When a Nash equilibrium is reached, both ofense and
defense are reluctant to change their strategies because
changing strategies will make their gains less. When there is
more than one pure-strategy Nash equilibrium, both sides
can choose mixed strategies to maximize their gains. Mixed
strategies also occur when the game does not have a pure
strategy Nash equilibrium. Taking the chicken game as an
example, there are two pure strategy Nash equilibrium in the
chicken game. But to participants, they want to take two
strategies with a certain probability combination to obtain
greater benefts, so the Nash equilibrium of mixed strategies
is more important. Terefore, we mainly solve the Nash
equilibrium of themixed strategy. Mixed strategymeans that
players choose strategies according to probability. We set
P � (p1, p2, . . . , pM) and Q � (q1, q2, . . . , qN) to represent
the probability of the attacker and defender using diferent
strategies, respectively. Terefore, the P and Q should satisfy



M

i�1
pi � 1, 

N

j�1
qj � 1.

⎧⎪⎨

⎪⎩
(11)

According to Table 1, the expected returns of the attacker
UA
′ and the defender UD

′ can be expressed as (12). Taking the
attacker as an example, if P∗ and Q∗ are a Nash equilibrium
of mixed strategies, then any individual modifcation of P or
Q alone cannot increase the proft. Another solution to
mixed strategies is that optimal mixed strategy of every
player must make the expected proft of another choosing
diferent strategies the same. Te strategy of attacker should
consider the proft of defender, it should satisfy (13). Te
strategy of defender should consider the proft of attacker, it
should satisfy

UA
′ � max 

M

i�1


N

j�1
pi · qj · UA SAi

, SDj
 ⎛⎝ ⎞⎠,

UD
′ � max 

M

i�1


N

j�1
pi · qj · UD SAi

, SDj
 ⎛⎝ ⎞⎠,

s.t. 

NG

i�1
ai × CostAi ≤ SourceA,



NG

i�1
di × CostDi ≤ SourceD,



M

i�1
pi � 1,



N

i�1
qi � 1.

(12)



M

i�1
pi · UD SAi

, SD1
  � 

M

i�1
pi · UD SAi

, SD2
  � . . .

� 
M

i�1
pi · UD SAi

, SDN
 ,

(13)
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N

j�1
pj · UA SA1

, SDj
  � 

N

j�1
pj · UA SA2

, SDj
  � . . .

� 
N

j�1
pj · UA SAM

, SDj
 .

(14)

With the development of 5G, the means of network
attack are diversifed, large scale, and intelligent. Te
equilibrium solution under large-scale attack and defense
strategies is a difcult problem. Te high-speed and low-
latency 5G make ofensive and defensive strategies grow
exponentially. Under the large-scale attack and defense
strategies, the traditional Nash equilibrium solution method
is no longer applicable. As an optimization algorithm, in-
telligent computing has a good efect on solving high-di-
mensional complex problems.

A ncPSO is proposed to solve the Nash equilibrium of
mixed strategies. Te ncPSO is an improvement over PSO.
Te position of each particle donated as Xi represents a
strategic choice of the attacker. PSO will record the global
optimal position gBest and the individual optimal position
pBest of the particle swarm. Ten particles move according
to gBest and pBest, and the movement equation refers to
(15) and (16). w is the inertia weight, and g is the number of
iterations.

V
g+1
i � wV

g
i + c1 × rand × pBesti − X

g
i( 

+ c2 × rand × gBest − X
g

i( ,
(15)

X
g+1
i � X

g
i + V

g+1
i . (16)

Temovement process of the particle swarm is shown in
Figure 1. V1, V2, and V3 represent three speeds in (15). V

g+1
i

is the combination of the three speeds. Te new position of
X

g+1
i is based on X

g

i and V
g+1
i .

PSO is an iterative optimization algorithm, and gBest
and pBest are updated according to the ftness value of
particles. Considering that PSO requires larger memory, we
apply compact strategy and propose ncPSO to optimize and
reduce memory usage [46]. Instead of recording the po-
sition of each particle in each iteration, the compact
strategy uses a mathematical distribution to record the
position of the entire swarm of particles. Te compact
strategy that we proposed uses a Pareto distribution to
describe the location of the particle swarm. Te Pareto
distribution contains three important parameters: shape
parameter k, scale parameter σ, and threshold parameter θ
[47]. Among the three parameters, AA and BB play a
decisive role in the optimization and convergence of the
algorithm, so AA and BB are used to update the particle
swarm position. Taking 50 particles with 40 dimensions as

an example, the original PSO needs to record the position
of each particle in each dimension, so 50 × 40 � 2000
memory units are required. Te ncPSO only needs to re-
cord the AA and BB of entire swarm of particles in each
dimension, so the ncPSO only needs 2 × 40 � 80 memory
units. Compared with traditional PSO, ncPSO can reduce a
large number of memory units. Te process of the compact
strategy is shown as follows. First, generate a probability
distribution function (PDF) according to θ and σ. Second,
calculate cumulative distribution function (CDF) by PDF.
Finally, a random number will be generated to calculate an
inverse cumulative distribution function (iCDF). Te value
of iCDF is the position of the particle swarm. Te fgures of
PDF and CDF of Pareto are shown in Figure 2. Te
equations of PDF and CDF of Pareto are shown in (17) and
(18).

PDF �
1
σ

1 + k
(x − θ)

σ
 

− 1− 1/k

, (17)

CDF �

1 − 1 + k
(x − θ)

σ
 

− 1/k

, k≠ 0,

1 − exp −
(x − θ)

σ
 , k � 0.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

Te ncPSO generates a winner and a loser through a
competitive strategy and then updates σ and θ through the
winner and loser.Te update formulas for σ and θ are shown
in (19) and (20), where Np is the virtual number of particles.
For the attacker, the condition for winning the competition
in the model can be expressed as how to choose the
probability of using each attack strategy to make the de-
fender get the same beneft adopting any defensive strategy.
Te ith dimension of the particle represents the probability
that the attacker chooses the attack strategy SAi

. Te ftness
value of ncPSO can be expressed as the standard deviation of
the proft of defender. Its mathematical representation is
shown in

σg+1
�

���������������������������������������

σg
( 

2
+ θg

( 
2

− θg+1
 

2
+

1
Np

winner2 − loser2 



, (19)

θg+1
� σg

+
1

Np
(winner − loser), (20)

Total FitnessUA(j) � 

M

i�1
pi · UD SAi

, SDj
 j

� 1, 2, . . . , NfitnessUA � std Total FitnessUA( . (21)

For an attacker, let P∗ be the optimal probability dis-
tribution for choosing diferent attack strategies.Te process
of the ncPSO to calculate the P∗ is shown in Algorithm 1. In
the same way, we can obtain the optimal probability dis-
tribution for the defender to choose diferent defense
strategies.

Te whole algorithm can be divided into the following
six parts:

Table 1: Te proft matrix of attacker and defender.

SD1
SD2

. . . SDN

SA1
UA11

, UD11
UA12

, UD12
. . . UA1N

, UD1N

SA2
UA21

, UD21
UA22

, UD22
. . . UA2N

, UD2N

. . . . . . . . . . . . . . .

SAM
UAM1

, UDM1
UAM2

, UDM2
. . . UAMN

, UDMN
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(1) Te network model is established according to the
connection relationship between the actual hetero-
geneous network devices.

(2) Calculate the importance of each element.
(3) Initialize attack and defense costs for each element.

Initialize the total available resources of the attacker
and defender.

(4) Build a set of strategies for attacker and defender to
attack and defense network element.

(5) Calculate the proft matrix for attacker and defender.
(6) Calculate the mixed strategy Nash equilibrium of

attacker and defender using ncPSO.

5. Simulation Experiment and Analysis

In this section, the performance of ncPSO is compared with
GA, PSO, WOA, BH, BA, and SCA in 28 test functions in
CEC2013. CEC2013 contains 28 diferent performance test
functions, which have good representation. Ten, we re-
search the mixed strategy Nash equilibrium using a simple
topology diagram. But in real life, the topology diagram of
heterogeneous network is much more complicated. Our

purpose is to analyze the attack and defense behavior under
diferent attack and defense resources, so using a simple
topology diagram can also get the desired results. Four sets
of simulation experiments are tested to illustrate the validity
of the equilibrium solution and the feasibility of the as-
signment of ofensive and defensive strategies in the game
model. First, simulation experiments are carried out to
demonstrate the efectiveness of solving Nash equilibrium
using ncPSO. Second, simulation experiments are carried
out to demonstrate the losses of the defender under diferent
attack and defense resources. Tird, strategies of attacker
and defender with diferent defense resources are discussed
through simulation experiments. Lastly, strategies of at-
tacker and defender with diferent attack resources are
discussed through simulation experiments. Te simulation
tools in this section all use Matlab2021B.

5.1. Performance Test Experiment of ncPSO and Other
Algorithms. In this subsection, the performance of diferent
algorithms is compared on 28 test functions of CEC2013.
Diferent algorithms search for the minimum value on the
test function. Te smaller the function value found, the
stronger the optimization ability of the algorithm. Each
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Figure 2: PDF and CDF of Pareto distribution. (a) PDF of Pareto distribution. (b) CDF of Pareto distribution.

Xg
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X i
g+1Xpbest

Xgbest

V1 V2

V3

Figure 1: Te movement process of the particle swarm.
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algorithm is run 20 times on each test function, and the
mean of the 20 experimental data is taken as the fnal ex-
perimental result. In addition to the performance test ex-
periments, this section also performs Wilcoxon signed rank
sum test with signifcant level α � 0.05 on the test results to
illustrate the validity of the experimental data. According to
the relevant references of diferent algorithms, the parameter
settings of diferent algorithms are shown in Table 2.

In Table 2, D represents the dimension of the problem,N
represents the number of populations, and other parameters
are unique to each algorithm and take values according to
relevant references. Te results of performance test exper-
iments and rank sum verifcation are shown in Table 3. In
Table 3, > , �, < , respectively, indicates that ncPSO has
better, same, and worse optimization efects on the test
function than other algorithms.

Te last row of Table 3 gives the number of better, the
same, and worse performance of ncPSO compared to other
algorithms in the 28 test functions. Te experimental results
in Table 3 show that ncPSO has the same optimization efect
as all optimization algorithms on the two test functions f8
and f20. Compared with GA, ncPSO performs better than
GA in other 26 test functions. Compared with PSO, ncPSO
performs better than PSO on 18 test functions, but not as
good as PSO on 8 test functions. Compared with WOA and
SCA, ncPSO performs better than WOA and SCA on 24 test
functions, but worse than WOA and SCA on f4 and f25.
Compared with BH, ncPSO performs better than BH on 21
test functions, but not as good as BH on 4 test functions.
Compared with BA, ncPSO performs better than BA on 18
test functions, but worse than BA on 7 test functions.

In order to better show the optimization performance of
the algorithms, 9 optimization process diagrams with ob-
vious efects are selected for display in Figure 3. After the
algorithm iteration in each graph, the lower the curve, the
stronger the optimization ability of the algorithm, and the
faster the curve declines, the faster the convergence speed of
the algorithm.

As can be seen in Figure 3, ncPSO has better optimization
performance and faster convergence speed than other algo-
rithms in functions f9, f11, f13, f14, f17, f22, f24, and
f26. On the function f12, ncPSO has worse optimization
performance compared with PSO, but has better optimization
performance than GA, WOA, BH, BA, and SCA.

5.2. Efectiveness of Solving Nash Equilibrium Using ncPSO.
Te graph that we use in the simulation experiment is shown
in Figure 4. Because a heterogeneous network of CPS is
formed by various devices and diferent access technologies,
the heterogeneous network of CPS is simplifed as Figure 4.

Initialize the θ and σ of Pareto
Initialize the X by uniform distribution
Initialize the V by uniform distribution
Initialize the gBest, pBest, fitnessPBest, fitnessGBest
while g< � max iteration do
pBest � compact (θ, σ) according to (17) and (18)
Calculate the fitnessPBest of the pBest by (21)
Update X and V of each particle according to (15) and (16)
Calculate the ftness of the new X by (21)
if fitness(X)< fitnessPBest then
winner � X

loser � pBest
else
winner � pBest
loser � X

end if
Update θ and σ according to (19) and (20)
pBest � winner
fitnessPBest � fitness(winner)
if fitness(X)< fitnessGBest then
gBest � X

fitnessGBest � fitness(X)

end if
g � g + 1
end while

ALGORITHM 1: Te process for calculating P∗ using cPSO.

Table 2: Parameter settings for diferent algorithms.

Name Parameter
ncPSO D� 50; c1� 2.0; c2� 2.0;
GA D� 50; N� 60; crossover rate� 0.01; mutation rate� 0.9
PSO D� 50; N� 60; c1� 1.0; c2� 2.0
WOA D� 50; N� 60; probability switch� 0.5
BH D� 50; N� 60

BA D� 50; N� 60; pulse rate� 0.5; loudness� 0.6; fmin � 0;
fmax � 1

SCA D� 50; N� 60; probability switch� 0.5
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Table 3: Experiment results of performance test and rank sum test.

GA PSO WOA BH BA SCA ncPSO
f1 1.63E + 05 > −1.33E + 03 > −1.34E + 03 > −1.40E + 03 � −1.39E + 03 > 2.91E + 04 > −1.40E + 03
f2 5.40E + 09 > 8.83E + 06 > 8.07E + 07 > 2.78E + 07 > 5.86E + 06 > 5.49E + 08 > 1.74E + 06
f3 2.37E + 20 > 2.65E + 09 > 3.47E + 10 > 7.94E + 09 > 6.09E + 08 < 1.05E + 11 > 1.04E + 09
f4 6.79E + 05 > 1.11E + 03 < 5.90E + 04 < 3.18E + 04 < 1.91E + 04 < 6.65E + 04 < 8.12E + 04
f5 8.68E + 04 > −9.76E + 02 > −7.96E + 02 > −9.01E + 02 > −9.96E + 02 > 2.26E + 03 > −1.00E + 03
f6 2.78E + 04 > −8.04E + 02 > −6.79E + 02 > −7.96E + 02 > −8.28E + 02 < 1.12E + 03 > −8.23E + 02
f7 6.05E + 06 > −6.76E + 02 > 9.12E + 02 > −6.19E + 02 > 1.26E + 04 > −5.81E + 02 > −6.84E + 02
f8 −6.79E + 02 � −6.79E + 02 � −6.79E + 02 � −6.79E + 02 � −6.79E + 02 � −6.79E + 02 � −6.79E + 02
f9 −5.19E + 02 > −5.44E + 02 > −5.30E + 02 > −5.31E + 02 > −5.33E + 02 > −5.26E + 02 > −5.44E + 02
f10 2.32E + 04 > −4.43E + 02 > −1.79E + 02 > −4.67E + 02 > −4.96E + 02 > 3.38E + 03 > −4.99E + 02
f11 2.17E + 03 > 5.13E + 01 > 4.10E + 02 > 4.33E + 02 > 7.43E + 02 > 3.31E + 02 > −3.84E + 02
f12 1.96E + 03 > 2.29E + 02 < 6.05E + 02 > 5.53E + 02 > 9.23E + 02 > 4.75E + 02 > 2.73E + 02
f13 2.15E + 03 > 4.06E + 02 > 7.97E + 02 > 6.43E + 02 > 1.21E + 03 > 5.60E + 02 > 3.51E + 02
f14 1.66E + 04 > 6.47E + 03 > 9.10E + 03 > 8.57E + 03 > 8.88E + 03 > 1.35E + 04 > 1.84E + 03
f15 1.61E + 04 > 8.53E + 03 < 1.15E + 04 > 8.89E + 03 < 9.14E + 03 < 1.48E + 04 > 9.55E + 03
f16 2.05E + 02 > 2.03E + 02 > 2.03E + 02 > 2.02E + 02 > 2.02E + 02 > 2.04E + 02 > 2.02E + 02
f17 5.37E + 03 > 7.99E + 02 > 1.45E + 03 > 1.35E + 03 > 2.69E + 03 > 1.30E + 03 > 3.51E + 02
f18 5.51E + 03 > 8.68E + 02 < 1.56E + 03 > 1.45E + 03 > 2.81E + 03 > 1.41E + 03 > 9.85E + 02
f19 2.32E + 07 > 5.30E + 02 > 6.81E + 02 > 6.14E + 02 > 5.64E + 02 > 4.31E + 04 > 5.02E + 02
f20 6.25E + 02 � 6.24E + 02 � 6.25E + 02 � 6.24E + 02 � 6.25E + 02 � 6.24E + 02 � 6.25E + 02
f21 1.27E + 04 > 1.67E + 03 > 1.93E + 03 > 1.68E + 03 > 1.48E + 03 < 4.58E + 03 > 1.64E + 03
f22 1.87E + 04 > 1.02E + 04 > 1.29E + 04 > 1.27E + 04 > 1.24E + 04 > 1.54E + 04 > 4.31E + 03
f23 1.83E + 04 > 1.20E + 04 < 1.41E + 04 > 1.28E + 04 < 1.19E + 04 < 1.61E + 04 > 1.40E + 04
f24 1.99E + 03 > 1.38E + 03 > 1.41E + 03 > 1.43E + 03 > 1.44E + 03 > 1.43E + 03 > 1.36E + 03
f25 1.73E + 03 > 1.54E + 03 < 1.53E + 03 > 1.54E + 03 < 1.47E + 03 < 1.55E + 03 > 1.60E + 03
f26 1.79E + 03 > 1.65E + 03 > 1.67E + 03 > 1.61E + 03 > 1.68E + 03 > 1.62E + 03 > 1.48E + 03
f27 4.72E + 03 > 3.32E + 03 < 3.56E + 03 > 3.56E + 03 > 3.47E + 03 > 3.64E + 03 > 3.32E + 03
f28 1.70E + 04 > 4.44E + 03 < 8.75E + 03 > 7.50E + 03 > 1.04E + 04 > 6.62E + 03 > 5.16E + 03
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Figure 3: Continued.
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Each node in the diagram represents a terminal device in the
network of CPS, such as terminal servers, mobile phones,
sensors, and drones. Each edge in the graph represents a
communication link in the network of CPS, such as optical
fbers to transmit signals, radiowaves to transmit signals. We
set the cost of attacking and defending each element in the

graph to be 1. When the ofensive and defensive resources
are 2, 4, 6, 8, and 10, respectively, the number of strategies of
attackers and defenders is shown in Table 4.

From Table 4, it can be seen that there are a large number
of ofensive and defensive strategies compared to previous
studies. Tere are so many strategies in the small network in
Figure 4, which is in line with the large scale of attack and
defense in the 5G heterogeneous network environment.

In this subsection, simulation experiments are per-
formed to demonstrate the efectiveness of using intelligent
computing to solve the Nash equilibrium. When the defense
resources are 4 and 6, respectively, attack and defense ex-
periments are performed ten times when the attack re-
sources are 2, 4, 6, 8, and 10, respectively. A solution to
mixed strategies is that optimal mixed strategy of every
player must make the expected proft of another choosing
diferent strategies the same. In other words, no single player
can change the combination of strategies he adopts to in-
crease his own proft.

First of all, the defense balance strategy is found through
ncPSO. Ten, ten times attacks are randomly performed
under the defense equilibrium strategy calculated by ncPSO,
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Figure 3: Performance comparison between GA, PSO,WOA, BH, BA, SCA, and ncPSO. (a) f9. (b) f11. (c) f12. (d) f13. (e) f14. (f ) f17. (g) f22.
(h) f24. (i) f26.
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and the proft of attacker is calculated. Te experimental
results are shown in Tables 5 and 6.

Te frst row in Tables 5 and 6 represents ten times
random attacks, the average and standard deviation of these
ten attacks. Te frst column in Tables 5 and 6 represents
diferent attack resources. It can be seen from Tables 5 and 6
that under the condition of the same attack resources, the
proft of the attacker is roughly the same in ten attacks. Te
values of the standard deviations of ten attacks are very
small. Te standard deviation indicates how spread out the
data are. Te smaller the standard deviation value, the
smaller the diference between the data. Te small standard
deviation in the experimental results also indicates that the
proft from ten attacks are approximately equal. Tis proves
that using ncPSO to solve mixed-strategy Nash equilibrium
is efective.

5.3. Losses of Defender under Diferent Attack and Defense
Resources. In this subsection, simulation experiments are
performed to discuss the losses of defender under dif-
ferent attack and defense resources. When the attack
resources and defense resources are 2, 4, 6, 8, and 10,
respectively, ten times simulation experiments are per-
formed to calculate the losses of defender. Ten the av-
erage and standard deviation of the losses of defender over
ten experiments are calculated. Te results of ten times
experiments are shown in Table 7.

Table 5 shows the defense losses obtained by using
ncPSO to solve the Nash equilibrium under diferent
attack and defense resources. Te smaller standard de-
viation of each group of experiments indicates the stability
of the experiment. Te experimental results show that the

more defense resources, the less defense loss of the de-
fender. Te more resources to attack, the greater the
defense loss of the defender. At the same time, the ex-
perimental results show that when the ofensive and
defensive resources are equal and equal to about half of all
the ofensive and defensive resources, it is most unfa-
vorable to the defender.

5.4. Strategies of Attacker andDefender withDiferent Defense
Resources. In this section, the attack resource is fxed as 4,
and the strategy selection of the attacker and the defender is
discussed when the defense resource is 2, 4, 6, 8, and 10,
respectively. In order to prevent the chance of the results,
each group of experiments was carried out 10 times, and
then the mean value was taken as the experimental result.
After using ncPSO to calculate the mixed-strategy Nash
equilibrium of both players of the game, we map it to the
probability of attacking and defending each element to
analyze the attack and defense behaviors. Te experimental
results are shown in Figure 5.

From subfgures a, b, and c, it can be seen that when
there are fewer defensive resources, the defender will spend
more resources on elements of higher importance. Te at-
tacker will attack less important elements to avoid the de-
fense of defender to obtain a higher proft. As can be seen
from subfgures d and e, when defense resources are suf-
cient, the defender will evenly allocate defense resources to
each element. Because the attacker does not know the re-
source allocation of the defender, he will guess that the
defender allocates most of the resources to the elements of
high importance, so the attacker will still allocate the attack
resources to the elements of lower importance.

Table 4: Te number of strategies under diferent ofensive and defensive resources.

2 4 6 8 10
Te number of strategies C2

11 � 55 C4
11 � 330 C6

11 � 462 C8
11 � 165 C10

11 � 10

Table 5: Te attack proft when defense resource is 4 and attack resources are 2, 4, 6, 8, and 10, respectively.

1 2 3 4 5 6 7 8 9 10 Average Std
2 1.5939 1.5756 1.5776 1.6153 1.5623 1.5709 1.5761 1.5824 1.5859 1.5787 1.5819 0.0 45
4 2.7161 2.7045 2.7013 2.6899 2.7041 2.6968 2.6870 2.6902 2.7026 2.7084 2.7001 0.009 
6 3.5247 3.5234 3.5240 3.5326 3.5276 3.5248 3.5292 3.5229 3.5309 3.5194 3.5259 0.0040
8 4.1195 4.1272 4.1271 4.1162 4.1216 4.1284 4.1225 4.1187 4.1272 4.1249 4.1233 0.0043
10 4.7563 4.7561 4.7562 4.7564 4.7562 4.7559 4.7564 4.7561 4.7561 4.7565 4.7562 0.0002
Te bold values are the standard deviations of the ten experiments. Te bolded data are used to show that ncPSO is efective in solving Nash equilibrium.

Table 6: Te attack proft when defense resource is 6 and attack resources are 2, 4, 6, 8, and 10, respectively.

1 2 3 4 5 6 7 8 9 10 Average Std
2 1.1381 1.1597 1.1563 1.1622 1.1636 1.1473 1.1629 1.1638 1.1544 1.1611 1.1569 0.0084
4 2.1160 2.1169 2.1136 2.1206 2.1188 2.1157 2.1238 2.1208 2.1183 2.1199 2.1184 0.0030
6 2.8821 2.8819 2.8810 2.8752 2.8750 2.8779 2.8787 2.8811 2.8809 2.8796 2.8793 0.0026
8 3.5171 3.5166 3.5126 3.5154 3.5144 3.5183 3.5045 3.5107 3.5087 3.5192 3.5137 0.0047
10 4.0934 4.0932 4.0937 4.0931 4.0934 4.0939 4.0931 4.0937 4.0932 4.0930 4.0934 0.0003
Te bold values are the standard deviations of the ten experiments. Te bolded data are used to show that ncPSO is efective in solving Nash equilibrium.
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5.5. Strategies of Attacker and Defender with Diferent Attack
Resources. In this section, the defense resource is fxed as 4,
and the strategy selection of the attacker and the defender is
discussed when the attack resource is 2, 4, 6, 8, and 10,
respectively. In order to prevent the chance of the results,
each group of experiments was carried out 10 times, and
then the mean value was taken as the experimental result.
After using ncPSO to calculate the mixed-strategy Nash
equilibrium of both players of the game, we map it to the
probability of attacking and defending each element to

analyze the attack and defense behaviors. Te experimental
results are shown in Figure 6.

As can be seen from subfgures a, b, and c, when there are
few attack resources, the defender will allocate more defense
resources to the elements with high importance, so that the
attacker will attack the elements that allocate less defense
resources to obtain proft successfully. As can be seen from
subfgures d and e, when there are many attack resources, the
attacker no longer considers the strategy choice of defender,
but randomly attacks each element. In this case, the defender
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Figure 5: Experimental results under diferent defense resources. (a) Defense resources� 2. (b) Defense resources� 4. (c) Defense
resources� 6. (d) Defense resources� 8. (e) Defense resources� 10.

Table 7: Te losses of defender under diferent attack and defense resources.

Defense resources
2 4 6 8 10

Average Std Average Std Average Std Average Std Average Std

Attack resources

2 −2.1073 0.0296 −1.5819 0.0145 −1.1569 0.0084 −0.7155 0.0021 −0.2417 0.0003
4 −3.3408 0.0121 −2.7001 0.0091 −2.1184 0.0030 −1.3748 0.0011 −0.4854 0.0001
6 −4.2067 0.0119 −3.5259 0.0040 −2.8793 0.0026 −1.9765 0.0011 −0.7312 0.0002
8 −4.7108 0.0068 −4.1233 0.0043 −3.5137 0.0047 −2.4765 0.0017 −0.9691 0.0002
10 −4.9809 0.0001 −4.7562 0.0002 −4.0934 0.0003 −3.0077 0.0018 −1.2180 0.0003
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also distributes defense resources equally to defense each
element.

5.6. Strategies of Attacker and Defender with Diferent Attack
Resources in Another Network. In this subsection, the
network scale is expanded, and a simulation experiment

with 10 nodes and 19 elements is carried out. Te ex-
perimental diagram is shown in Figure 7. In this exper-
iment, the defense resources are set to 15, and the attack
resources are set to 5, 10, and 15, respectively. When the
attack resources are set to 5, 10, and 15, the number of
strategies from attacker is shown in Table 8. Compared
with the network graph in Figure 4, although Figure 8 only
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Figure 6: Experimental results under diferent attack resources. (a) Attack resources� 2. (b) Attack resources� 4. (c) Attack resources� 6.
(d) Attack resources� 8. (e) Attack resources� 10.
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Figure 7: Te graph of this simulation experiment.
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increases a little network size, the attack and defense
strategies increase a lot. Te ncPSO is used to solve the
Nash equilibrium of the game, and the probability of each
element being attacked and defended is calculated. Te
average of 10 experimental results is taken to ensure the

reliability of the experiment. Te experimental results are
shown in Figure 8.

As can be seen from the fgure, the importance of the
communication link cannot be ignored, and the importance of
the communication link is not lower than that of the
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Figure 8: Experimental results under diferent attack resources. (a) Attack resources� 5. (b) Attack resources� 10. (c) Attack resources� 15.

Table 8: Te number of strategies under diferent attack resources.

5 10 15
Te number of strategies C5

19 � 11628 C10
19 � 92378 C15

19 � 3876
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communication equipment. Figure 8 shows that when the
defense resource is 15 and the attack resource is 5, the defender
will allocate resources evenly to deal with the attacks of at-
tacker, and the attacker predicts that defender will allocates
more resources to protect more important elements, so at-
tacker will attack less important elements to obtain proft.
When the defense resource is 15 and the attack resource is 15,
the defender will select elements with higher importance to
strengthen protection to reduce losses, and the attacker chooses
the element that the defender allocates less defense resources to
attack to maximize the beneft of beneft (see Table 9).

6. Conclusion

5G heterogeneous network of CPS is a more intelligent and
open network system based on software defned network
(SDN) and network function virtualization (NFV). Te
macro analysis of hacking behavior through game theory is
an efective method to prevent hacking attacks. Terefore,
we established a system model and a game model based on
5G heterogeneous networks of CPS, respectively. Te so-
lution of mixed-strategy Nash equilibrium in gamemodels is
the most important part of analyzing attack and defense
behaviors. A ncPSO is proposed to solve the mixed-strategy
Nash equilibrium and analyze the strategy choices of at-
tacker and defender under diferent attack and defense
resources through simulation experiments. Experiments
demonstrate the efectiveness and superiority of the pro-
posed ncPSO. Te research in this paper provides a feasible
macro analysis for defenders to defend against attacks of
hacker.
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