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Driven by the rapid development of mobile computing and the Internet of 'ings, the number of devices connected to Internet
has increased dramatically in recent years. Such development has generated massive amounts of data and highlighted the
importance and urgency of using the accumulated big data to improve frequently used services. Deploying the question answering
service in the mobile edge computing environment is considered a good way to make efficient use of the data and improve user
experiences. Powered by the breakthroughs of deep learning technologies, question answering system based on knowledge graph
(KBQA) has flourished in recent years. Knowledge representation, as a key technology of KBQA, can express the knowledge graph
as the vectors containing more semantic information and thereby improve the accuracy of the question answering system. 'is
paper proposes a knowledge representation method that integrates more features than the traditional methods. In our method,
knowledge is represented as a combination of a structured vector reflecting the target triple and the domain information around
the entity. By representing richer semantic vectors, our method outweighs TransE, ConvE, and KBAT, in terms of link prediction.

1. Introduction

'e explosive growth of smart phones and other mobile
terminals and the emergence of many new applications have
made a great impact on mobile and wireless networks [1–3].
'e traditional centralized network cannot meet the needs of
mobile users due to heavy load and long delay [4–6].
'erefore, a new architecture is proposed to open network
capabilities from the core network to the edge network, i e.,
mobile edge computing [7–9]. Mobile edge computing
deploys the services and functions originally located in the
cloud data center to the edge of the mobile network and
provides computing, storage, network, and communication
resources at the edge of the mobile network [10, 11].

Question answering system is an advanced form of
information retrieval system, which can use accurate and
concise natural language to answer users’ questions. KBQA
is different from other types of question answering systems
in that KBQA uses knowledge graphs to provide a highly
structured knowledge source for the question answering

system. Knowledge graph (KG) is a large scale multi-
relationship graph, consisting of entities and their rela-
tionships. A few of the existing large knowledge graphs
include Freebase, DBpedia, YAGO, and XLORE. Although
these knowledge graphs are large in scale, they are far from
complete. In order to address this problem, link prediction is
proposed. 'e common way to solve this task is to learn a
low-dimensional representation of all entities and rela-
tionships and use them to predict new facts, also known as
knowledge representation learning [12].

In recent years, many knowledge representation models
have been proposed. 'e most classic model is TransE [13],
which has been inspired by Word2vec. TransE can only be
used in one-to-one relationships and cannot express poly-
semous words. Based on TransE, researchers have proposed
many extended models. TransH [14] introduces a specific
relationship Hyperplane, so that different entities have
different representations under different relationships.
TransR [15] makes different relationships to have different
semantic spaces. Neural networks have also been widely
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used recently to build knowledge representation models.
R-GCN [16] uses graph convolutional networks [17] (GCN)
to represent relationships. ConvKB [18] combines the triple
vector into a 3-column matrix and inputs it into the con-
volutional layer, which is represented by one-dimensional
convolution. ConvE [19] uses two-dimensional convolution
and multiple nonlinear features to model triples. Whether it
is a traditional Trans model or a neural network-based
model, each triple is processed independently, and the rich
semantic information around the entity cannot be used.

In this paper, we propose KRDGC, a knowledge rep-
resentation method that integrates multiple features. In
order to learn the rich semantic information of nodes in the
knowledge graph, KRDGC not only uses the structural
information of the triple but also considers the neighbor-
hood information around the entity. KRDGC uses TransD to
represent structure information, so that different head and
tail entities can be mapped to different relationship spaces
according to their own attributes and relationship charac-
teristics. 'e improved graph attention networks (GATs)
can give different weights to adjacent entities according to
different relationships between entities. We use improved
GAT to obtain the neighborhood information within two
hops of the entity. Finally, KRDGC uses the capsule network
as a decoder. Our contributions in this paper are as follows:

(1) We propose an end-to-end knowledge representa-
tion model KRDGC that combines the advantages of
TransD and GAT.

(2) We use the capsule network as a decoder to extract
features of the same dimension in multiple feature
maps.

(3) We evaluate our KRDGC for link prediction on
benchmark datasets FB15K-237 and WN18RR.
KRDGC obtains the best mean rank and highest
Hits@3.

'e rest of the paper is organized as follows. Section 2
provides a review of background. In Section 3, we introduce
the classic knowledge representation model. Section 4 re-
ports experimental results and datasets’ descriptions fol-
lowed by our conclusion and future research directions in
Section 5.

2. Background

Mobile edge computing provides content storage, com-
puting, and distribution services near the mobile user side
through in-depth cooperation with content providers and
application developers [20, 21]. 'is enables applications,
services, and content to be deployed in a highly distributed
environment to better meet low latency and high bandwidth
requirements [22–24]. For our system, the overall deploy-
ment framework is shown in Figure 1.

Recently, knowledge representation learning models can
be divided into three categories: (1) using the structural
information of the triple itself, (2) utilizing external infor-
mation such as text, images, or rules, and (3) fusion of entity
neighborhood information.

Models based on structured information can be divided
into two categories, traditional translation models and
neural network-based models. Traditional models based on
translation include TransE, TransH, TransR, and TransD
[25]. 'ese models do not consider any information other
than triples. TransH and TransR focus on the multiple
representations of entities in different relations, improving
the performance on knowledge completion and triple
classification. However, both models only project entities
according to the relations in triples, ignoring the diversity of
entities. To address this problem, TransD proposes a novel
projection method with a dynamic mapping matrix
depending on both entities and relations, which takes the
diversity of entities as well as relations into consideration.
Inspired by the fact that concentric circles in the polar
coordinate can naturally reflect the hierarchical structure,
HAKE [26] was proposed. HAKE can effectively model the
semantic levels in the knowledge graph and has a good
performance in link prediction tasks.

Models based on neural networks include ConvKB and
ConvE, as well as CapsE [27]. CapsE uses the capsule net-
work to model triples. It has a “deep” architecture for
modeling the entries in a triple at the same dimension. 'e
number of interactions that ConvE can capture is limited, so
InteractE [28] was proposed. InteractE increases the number
of interactions between entities and relationships. It proves
that increasing the number of interactions can improve the
performance of link prediction.

DKRL [29] utilizes text information to model the cor-
responding triples and entity description information. TKRL
[30] makes good use of the hierarchical information of
entities. Compared with TransE and TransR, its performance
has been improved by 11.3% and 6.2%, respectively. KALE
[31] combines knowledge graphs and logic rules and then
expresses and models them in a unified framework. 'is
method can make better predictions outside the scope of
pure logical reasoning, but the logic rules are more limited.
IKRL [32] is the first attempt to combine images with
knowledge graphs for KRL. Its promising performances
indicate the significance of visual information for KRL.
Although the use of information outside the knowledge
graph can add semantics to entities, not all entities have
access to additional information, and it is not universally
applicable.

PTransE [33] is a path-based model. It combines mul-
tiple relationships of entities semantically to obtain a vector
representation of the path. GAKE [34] defines three contexts
with entities and relationships as subjects and uses these
kinds of contextual information for modeling. TCE [35]
improves on GAKE and proposes two types of context
information, path context and neighborhood context. KBAT
[36] is a novel attention-based feature embeddingmodel that
captures both entity and relation features in any given
entity’s neighborhood.

In order to make the model more effective, we refer to
KBATas the basic model. On the basis of making full use of
entity neighborhood information, combined with triple
structured information, the capsule network is used to ex-
tract more in-depth information.
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3. The Proposed KRDGC Model

In this section, we describe the proposed method. We first
define notations. A knowledge graphG ∈ (E,R) is a collection
of valid factual triples in the form of (head entity, relation, tail
entity) denoted as (h, r, t) such that h, t ∈ E and r ∈R where
E is a set of entities and R is a set of relations. Embedding
model aims to define a score function giving a score for each
triple, such that valid triples receive higher scores than invalid
triples. 'e overall structure is shown in Figure 2.

3.1. Structured Features. We use TransD to model the
structural features of triples. As illustrated in Figure 3,
TransD sets up two projection matrices Mrh and Mrt that,
respectively, project the head entity and the tail entity into
the relational space. 'e specific definitions are as follows:

Mrh � lrplhp + Id×k
,

Mrt � lrpltp + Id×k
,

(1)

where lhp, ltp ∈ R
d, lrp ∈ R

k, and the subscript p represents
that the vector is a projection vector.'erefore, the mapping
matrices are determined by both entities and relations.
Compared with other Trans models, TransD makes the two
projection vectors interact sufficiently because each element
of them can meet every entry coming from another vector.

3.2. Graph Attention Networks with Relations. In the KG,
entities and relationships are not independent, and they all have
an impact on each other. 'e local neighbor nodes of the entity
contain a lot of important hidden semantic information. In this
paper, we use GAT to extract hidden features in the neigh-
borhood of an entity. 'e original GATonly considers entities,
ignoring edge information. We use the method proposed by
KBAT to redefine an attention layer.

'e structure of the graph attention network is shown in
Figure 4. In order to update the vector of entity ei, a linear
transformation layer is used to learn the vector represen-
tation of the combination of entities and relations in a

specific triple tijk � (ei, rk, ej). 'e corresponding vector
after the combination is

cijk � W1 ei  rk  ej , (2)

where W1 denotes the linear transformation matrix. 'en,
we obtain the absolute attention value of the triple through
another linear transformation matrix W2 and the LeakyR-
eLU nonlinearity.

bijk � Leaky Rule W2cijk . (3)

We use softmax to normalize bijk to get the relative
attention value.

αijk � softmax bijk 

�
exp bijk 

t∈Ni
r∈Rit

exp bitr( 
,

(4)

where Ni is the neighborhood of entity ei and Rit is the set of
relations between entities ei and ej. 'e new vector repre-
sentation of entity ei is obtained by weighted summation of all
neighborhood according to the relative attention value and is
stabilized through the multihead attention mechanism.

ei
′ � σ 

2

m�1


j∈Ni


k∈Rij

αm
ijkc

m
ijk

⎛⎜⎜⎝ ⎞⎟⎟⎠, (5)

where m represents them-th attention head and σ represents
any nonlinear function.

In order to keep the relationship dimension and entity
dimension consistent, the relationship vector is updated
through linear transformation in the GAT. In the last layer,
the new vector and the original vector are linearly combined
through the weight matrix to prevent the loss of the original
information of the entity.

3.3. Capsule Network. After GAT training, we use improved
CapsE [27] as a decoder in our model. It uses a three-column
matrix to represent each triple. First, we use CNN to perform
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Figure 1: 'e overall structure and deployment of the question and answering system.
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convolution operation on the triple vector to generate
multiple different feature maps. All feature maps with the
same dimension features are encapsulated into corre-
sponding capsules. 'erefore, each capsule can capture the
different characteristics of the corresponding dimensions of
the embedded triples. 'e products of these capsules and
different weights generate smaller-dimensional capsules,
and one continuous vector is obtained. 'e vector and the
weight vector perform dot product operation again to obtain
the corresponding score, and the result of the sum of all the
scores is used to judge the correctness of the given triple.'e
score function for the triple is as follows:

f(h, r, t) � caps g vh, vr, vt ∗Ω( ( 
����

����, (6)

where caps denotes a capsule network operator and g is an
activation function. Because we use ReLU in this paper, Ω is
the shared parameter in the convolution layer. 'e model is
trained using the loss function as follows:

L � 

(h,r,t)∈ T∪T′{ }

log 1 + exp( − t(h,r,t) · f(h, r, t)   + λ‖ω‖
2
2, (7)

in which

t(h,r,t) �
1, for (h, r, t) ∈ T′,

− 1, for (h, r, t) ∈ T′.

⎧⎨

⎩ (8)

'e construction of negative triples is to replace the head
entity and tail entity of the correct triple with all the entities
in the dataset.
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4. Experiments and Analysis

4.1. Datasets. In our experiments, we use two widely used
benchmark datasets FB15K-237 [37] and WN18RR [19] for
evaluation of the performance of link prediction.

FB15K-237 is extracted from Freebase. It contains 14,541
entities and 237 relations. It is an improved version of FB15K
dataset where all inverse relations are deleted to prevent
direct inference of test triples by reversing train triples.
WN18RR is created from WN18, which is a subset of
WordNet. WN18 consists of 18 relations and 40,943 entities.
Similar to FB15K dataset, all inverse relations are deleted to
prevent direct inference of test triples by reversing train
triples. WN18RR contains 40,943 entities and 11 relations.
Details of the datasets are summarized in Table 1.

4.2. Link Prediction. In the link prediction task, the purpose
is to predict a missing entity given a relation and another
entity. In a specific experiment, for each triple in the test set,
we remove the head or tail entity and then replace it with all
the entities in dictionary in turn. We first compute scores of
those corrupted triplets and then rank them by descending
order; the rank of the correct entity is finally stored. 'e task
emphasizes the rank of the correct entity instead of only
finding the best one.

4.3.EvaluationProtocol. We use the filtered setting protocol,
i e., not taking any corrupted triples that appear in the KB
into accounts. We rank the valid test triple and corrupted
triples in descending order of their scores. We employ
evaluationmetrics: MR,MRR, Hits@1, Hits@3, and Hits@10
(i e., the proportion of the valid test triples ranking in top 1,
3, and 10 predictions).

MR means mean rank, and its specific calculation
method is as follows:

MR �
1

|S|


|S|

i�1
ranki �

1
|S|

rank1 + · · · + rank|S| , (9)

where S is a set of triples, |S| is the number of triple sets, and
ranki refers to the link prediction ranking of the i-th triple.
'e smaller the indicator is, the better the performance is.

MRR means mean reciprocal ranking. 'e specific cal-
culation method is as follows:

MRR �
1

|S|


|S|

i�1

1
ranki

�
1

|S|

1
rank1

+ · · · +
1

rank|S|

 . (10)

'e symbols involved in the above formula are the same
as those involved in the MR calculation formula. 'e bigger
the indicator is, the better the performance is.

HITS@n refer to the average proportion of triples that
rank less than n in link prediction. 'e specific calculation
method is as follows:

HITS@n �
1

|S|


|S|

i�1
I ranki ≤ n( , (11)

where I(·) is the indicator function.
Lower MR, higher MRR, or higher Hits@1,3,10 indicate

better performance. Final scores on the test set are reported
for the model obtaining the highest Hits@1,3,10 on the
validation set.

4.4. Training Protocol. We first train TransD for 1000 and
3000 epochs on FB15K-237 and WN18RR, respectively.
'en, we get a 200-dimensional entity and relationship
vectors and use the vectors to initialize entity and relation
embeddings in GAT. In the GAT, we use the following
hyperparameters for training to select the optimal result. We
use Adam learning rate lr ∈ 1e− 4, 5e− 4, 5e− 3, 1e− 3 , l1-norm
or l2-norm, margin ∈∈ 1, 3, 5, 7{ }, and dropout
∈∈ 0.1, 0.2, 0.3{ }. 'e highest Hits@10 and Hits@3 scores and
lower MR on the validation set are obtained when we use
learning rate at 1e− 3, l2-norm, margin� 1, and dropout� 0.3
for FB15K-237 and learning rate at 1e− 3, l2-norm, mar-
gin� 5, and dropout� 0.3 for WN18RR.

After GAT, we train capsule network for 200 epochs. We
set batch size to 128. We use the Adam optimizer with the
initial learning rate ∈∈ 5e− 6, 1e− 5, 5e− 5, 1e− 4 . We monitor
the MRR score after each training epoch and obtain the
highest MRR score on the validation set when using the
initial learning rate at 5e− 5.

4.5. Results andAnalysis. Table 2 compares the experimental
results of our model with the common classic methods.

Table 3 shows the comparison between our model and
some traditional methods on FB15K-237 and WN18RR.
'ese methods only consider the structure vector of the
triples and do not consider the semantic information around
the triples.

Table 4 compares the experimental results of our model
with previous published results of only using neural network
methods.

Compared to the baseline method KBAT, our model
outperforms it on FB15K-237 across all the metrics and on
three metrics for WN18RR. Figures 5 and 6 show that
KRDGC gains significant improvement of 0.527 − 0.518 �

0.009 in MRR (which is 1.7% relative improvement) and
0.662 − 0.626 � 0.036 in Hits@10 (which is 3.6% absolute
improvement) on FB15K-237.We confirm previous findings
that KBAT in fact is a strong baseline model, e g., KBAT
obtains better MRR and Hits@1 than KRDGC onWN18RR.

In Figure 7, KRDGC achieves better performance of 210 −

158 � 52 (which is about 25% relative improvement) and
1940 − 1850 � 90 (which is about 4.6% relative improvement)
on MR for FB15K-237 and WN18RR, respectively.

In summary, combining structural information with
neighborhood information can capture more semantic infor-
mation and improve the effect of knowledge representation
learning. 'e capsule network can extract more semantic in-
formation in the same dimension of the feature maps.
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Table 2: Experimental result on FB15K-237 and WN18RR.

FB15K-237 WN18RR
MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

TransE 323 0.279 0.441 0.376 0.198 2300 0.243 0.532 0.441 0.043
RotatE 177 0.338 0.533 0.375 0.241 3340 0.476 0.571 0.492 0.428
TuckER − 0.358 0.544 0.394 0.266 − 0.470 0.526 0.482 0.443
KBAT 210 0.518 0.626 0.54 0.46 1940 0.44 0.581 0.483 0.361
KRDGC 158 0.527 0.662 0.563 0.46 1850 0.424 0.584 0.489 0.34

Table 3: Comparison result with some traditional methods on FB15K-237 and WN18RR.

FB15K-237 WN18RR
MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

DistMult 254 0.241 0.419 0.263 0.155 5110 0.430 0.490 0.440 0.390
ComplEx 339 0.247 0.428 − 0.158 5261 0.440 0.510 − 0.410
HAKE − 0.346 0.542 0.381 0.250 - 0.497 0.582 0.516 0.452
InteractE 172 0.354 0.535 − 0.263 5202 0.463 0.528 − 0.430
KRDGC 158 0.527 0.662 0.563 0.46 1850 0.424 0.584 0.489 0.34

Table 4: Comparison result with neural network methods on FB15K-237 and WN18RR.

FB15K− 237 WN18RR
MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

CapsE 303 0.523 0.593 − − 719 0.415 0.56 − −

ConvKB 216 0.289 0.471 0.327 0.198 1295 0.265 0.558 0.445 0.058
ConvE 245 0.312 0.497 0.341 0.225 4464 0.456 0.531 0.47 0.419
SCAN − 0.35 0.54 0.39 0.26 − 0.47 0.54 0.48 0.43
R-GCN − 0.249 0.417 0.264 0.151 − − − − −

KRDGC 158 0.527 0.662 0.563 0.46 1850 0.424 0.584 0.489 0.34

Table 1: Details of the datasets used.

Category FB15K-237 WN18RR
#Entities 14,541 40,943
#Relations 237 11
#Train 271,115 86,835
#Valid 17,535 3034
#Test 20,466 3134

Metrics Comparison on FB15K-237
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Figure 5: Comparison results of models KBAT and KRDGC on FB15K-237.
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5. Conclusion and Future Work

In this paper, we proposed a KG embedding model KRDGC
which is able to take advantage of the structure and
neighborhood information of the triple. Our method uses
TransD to model structural information and GAT to model
neighborhood information and finally extracts deep features
through a capsule network. We evaluate our model on link
prediction, and the experimental results show significant
improvements over the major baselines. In the future, we
would like to further represent the relation vector in GAT,
incorporate our model into the KBQA system, and verify its
response time in mobile edge computing.
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