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Example-based texture synthesis plays a significant role in many fields, including computer graphics, computer vision, multimedia, and image and video editing and processing. However, it is not easy for all textures to synthesize high-quality outputs of any size from a small input example. Hence, the assessment of the synthesizability of the example textures deserves more attention. Inspired by the broad studies in image quality assessment, we propose a texture synthesizability assessment approach based on a deep Siamese-type network. To our best knowledge, this is the first attempt to evaluate the synthesizability of sample textures through end-to-end training. We first train a Siamese-type network to compare the example texture and the synthesized texture in terms of their similarity and then transfer the experience knowledge obtained in the Siamese-type network to a traditional CNN by fine-tuning, so that to give an absolute score to a single example texture, representing its synthesizability. Not relying on laborious human selection and annotation, these synthesized textures can be generated automatically by example-based synthesis algorithms. We demonstrate that our approach is completely data-driven without hand-crafted features and/or prior knowledge in the field of expertise. Experiments show that our approach improves the accuracy of texture synthesizability assessment qualitatively and quantitatively and outperforms the manual feature-based method.

1. Introduction

Although textures can be obtained by various methods such as manual drawing, photography, modeling, and simulation, texture synthesis, especially, example-based texture synthesis, remains one of the most powerful approaches due to its advantages on universality, efficiency, and quality. However, not all textures can be equally well reproduced in this way, and thus, it is necessary to investigate how well an example texture can be synthesized. As far as we know, some work has been done to explore this issue though not much. One kind focuses on the quality assessment for the synthesized textures, that is, the output texture after synthesis [1, 2]. Another one attempts to evaluate whether an example texture/input texture is suitable for example-based synthesis methods before synthesis [3, 4], called texture synthesizability prediction in [3]. Our work falls into the latter category.

To achieve this goal, Dai et al. [3] design a group of hand-crafted features for qualitative texture analysis and use Random Forest to train a regression model to predict the synthesizability scores. Figure 1 shows an example of texture synthesizability assessment. As seen, a specific texture could be given a synthesizability score after computation, and a higher score means a better fit for the example-based synthesis algorithms. Nevertheless, the manual feature-based method limits its application, making it lack generality. Recently, deep convolutional neural networks (deep CNNs) have been successful in various fields [5–8]. It also motivates us to investigate their potential application to the texture synthesizability assessment problem. But shallow CNNs cannot achieve ideal performance while deep CNNs require large enough datasets. As a matter of fact, Dai et al. [3] have offered a fairly large texture dataset of 21,302 texture samples along with synthesizability annotations (the ETH
synthesizability dataset), but for deeper and wider CNNs, larger datasets are necessary.

Inspired by the intensive studies on image quality assessment [9–18], we propose a deep neural network-based approach to address these issues. The main idea is that although it is difficult to obtain human-annotated texture data, synthesized textures can be generated easily in a fully automated manner. That is, we can produce synthesized texture sets in which, though there is neither an absolute score for the synthesizability of the sample texture nor a quality score for the synthesized texture, for any pair of textures (samples and synthesized ones), we could set the measures between them in terms of their similarity. So far, it is easy to understand that the Siamese-type network is a good option to make our regression model to learn to compare textures according to the similarity. Then, the knowledge learned from the Siamese-type network is transferred to a traditional CNN, in our case, a single branch of the Siamese-type network, which is fine-tuned on the texture database offered by Dai et al. [3] to enhance the accuracy of texture synthesizability assessment. Experiments show that our regression model significantly improves results qualitatively and quantitatively.

In summary, our main contributions are as follows: (1) we propose a deep Siamese-type network-based approach for texture synthesizability assessment, which allows for end-to-end optimization for feature extraction, fusion, and regression; (2) we offer a recommendation mechanism for suggesting the best-matched synthesis algorithm; (3) such a methodology could also be considered for other texture analysis, such as the synthesizability of nonstationary textures.

2. Related Work

2.1. Example-Based Texture Synthesis. Over the recent two decades, a great deal of work is presented on example-based texture synthesis. A detailed survey could be referred to in [19]. The dominant approaches are patch-based algorithms [20–22] due to their more superior quality and performance and thus still the most popular methods for texture synthesis until now. One of the most representative works is the Quilting algorithm [20]. It generates the new textures by copying the whole patches from the input one at a time. Then, Kwatra et al. [21] generalize the uniform patch sizes to arbitrarily shaped patches which are determined entirely by performing a minimum cost graphcut. By using a fast randomized patch search strategy, Barnes et al. propose the PatchMatch algorithm [23], which successfully accelerates this family of work and has been extended to various graphics and vision tasks, such as image melding [24] and large-scale texture synthesis [22]. However, these classical example-based approaches are unable to reproduce good outputs for textures with large-scale structures and/or inhomogeneity, which violate the assumption of Markov Random Field (MRF). Therefore, some guidance control methods [25, 26] are shown to be effective in middle scale, large-scale, and inhomogeneous textures.

With the fast development of deep learning techniques, approaches based on deep neural networks have also been raised in the field of texture and image synthesis. The pioneering work was conducted by Gatys et al. [27]. Moreover, they extend their work to the artistic style transfer task [28] by adding a content loss to the Gram-based style loss. Recently, Generative Adversarial Networks (GANs) [29] have been employed directly to perform texture synthesis and style transfer [30–34], but many of them are trained for a specific texture. For instance, the work in [32] is mainly limited to periodic textures; the method presented in [33] shows promising results for nonstationary textures; Hertz et al. [34] use deep GANs for geometric texture synthesis. Meanwhile, this technique has been also transferred to other related tasks, including textureGAN [35], texture mixer [36], tileGAN [37], and loss study for texture synthesis [38].

2.2. Image Quality Assessment. Studies very relevant to our work also include achievements in image quality assessment (IQA). In general, IQA approaches can be divided into three categories based on the availability of reference images. While full reference image is available, its IQA method is called full reference IQA (FR-IQA); correspondingly, no information available means no reference IQA (NR-IQA); lying between them is named as reduced reference IQA (RR-IQA), whose reference information is usually represented by a set of features extracted from original reference images. Among them, early work is mainly based on traditional machine learning algorithms, but they only show good performance on small data sets and have a large overfitting risk existing. Comparatively, deep learning-based methods owe a wide range of applications, especially when the data set is large. Since the latter one is most related to our work, we make a brief review of it.

\begin{figure}[t]
\centering
\includegraphics[width=\textwidth]{exampleTextures.png}
\caption{An example of texture synthesizability assessment. The number under each example texture is its synthesizability score, varying in [0, 1], and a higher value means that it is easier to synthesize by the example-based synthesis algorithms. (a) Waterfall: 0.18. (b) Peacock hair: 0.35. (c) Chrysanthemum: 0.53. (d) Floor jigsaw: 0.64. (e) Blueberry: 0.78. (f) Cherry tomato: 0.88. (g) Rice: 0.93.}
\end{figure}
For IQA problems, deep learning-based approaches [9–18] can learn the mapping relationship between image and image quality end-to-end, resulting in superior performance over traditional ones. The work of [9] introduces CNN to the design of IQA models. Bosse et al. [10] train a deep Siamese network for both FR-IQA and NR-IQA. Their work is purely data-driven and achieves end-to-end optimization for feature extraction and regression. Similarly, Ma et al. [14] propose an IQA model supporting multitask end-to-end optimization. Kim et al. [11] present a deep image quality assessor, called DIQA. Its training includes two stages: the first stage trains a CNN to learn the objective error; the second stage fine-tunes the CNN model using human subjective scores to improve the prediction accuracy. Pan et al.'s deep CNN comprises two parts: generating network and pooling network [16]. Zhang et al. [15] demonstrate a deep bilinear model suitable for both synthetic and true distortions. Another very interesting job is RankIQA [13], which implements the no-reference image quality assessment by learning from rankings. In the last two years, metalearning [17] and Transformer architecture [18] have also been introduced into the IQA job. Inspired by these excellent algorithms, in this article, we take the advantage of Siamese network and fine-tuning mechanism to explore the methodology of texture synthesizability assessment.

3. Our Approach

In this section, we describe our method to utilize synthetically generated similarity comparisons for texture synthesizability assessment. We start with a general framework for our approach, then to move on to the Siamese-type network architecture to learn from similarity comparison, and finally to the fine-tuning stage.

3.1. Overview. In this article, we attempt to explore a more general and accurate strategy to evaluate texture synthesizability. Enlightened by the method of RankIQA [13], we take advantage of large, unlabeled databases where synthesized textures could be easily generated by utilizing example-based synthesis algorithms. Corresponding to the architecture of the Siamese network, we call the sample texture/input texture as the example texture while the synthesized one as the reference texture. In order to be more robust, we collect three synthesized textures taken from three different example-based methods and generate the dataset of the reference texture patches by random sampling. The thinking behind it is that if an example texture has good synthesizability, it would match any three example-based synthesis algorithms. In other words, the synthesized texture has a high similarity with the example texture, and the similarity measurement will output a lower value. And vice versa, bad synthesizability means that at least one synthesis algorithm, sometimes two, or even three, does not produce a good result. In this case, the similarity measurement between the example texture and the reference one will output a higher value.

After learning the similarity between the example texture and its reference one, we can use fine-tuning on small texture synthesizability datasets [3] to give the absolute score. Since now much larger datasets with synthesized textures could be available, we are able to obtain more accurate synthesizability scores by learning a distance embedding with deeper and wider networks. An overall pipeline of our approach is shown in Figure 2, including three steps: synthesize reference textures, train a Siamese-type network, and fine-tune on the ETH [3] dataset.

3.2. Synthesize Reference Textures. The definition of texture synthesizability in this paper is primarily for the texture under the MRF hypothesis, and the selection of the synthesis approaches falls into the category of example-based methods. While deep neural network-based methods have emerged, they are still less universal than classical methods and generally require more hardware and time costs. As a result, we produced similar textures using three algorithms that are most popular and easiest to implement and run: Quilting [20], Graphcut [21], and Random Search [22, 23]. Then, it is conceivable that a texture from near-regular textures, nonstationary textures, or inhomogeneous textures possibly has a low score of its synthesizability. Figure 3 gives an example. With the synthesizability score decreasing from top to bottom, the three synthesis methods yield different visual results. For the first texture with a high score (top), all of its three outputs are visually near to the input texture, almost without artifacts. For the second one, one method, Graphcut [21], fails to produce a good result. Alike, two methods do not work well for the third texture, Quilting [20] and Random Search [22], and all the three methods do not apply to the fourth texture. It can be seen that sampling reference texture patches from the outputs of these three methods would be beneficial to the generalization and robustness of the dataset.

3.3. Train RGB-2Channel Siamese-Type Network for Similarity Learning. To investigate our method, it is necessary to learn more about the Siamese network. Different from the traditional networks, the Siamese network [10, 13] combines two branch networks with shared weights and has an output layer network. During training, the two branches extract and learn the features of the images, and the shared output layer calculates the difference between the two different feature vectors. Generally, single column neural networks compute the absolute error against the estimated label with the labeled input, while the Siamese network computes the relative error between the two inputs. In essence, the implementation of the Siamese architecture has only one branch network, into which the two inputs are successively fed to extract features. Hence, pseudo-Siamese networks whose two branches have different weights emerged. Although it is more flexible than the traditional Siamese network, it is also more difficult to train.

Therefore, Sergey Zagoruiko and Komodakis [39] proposed another improvement scheme. In this method, two image patches are combined together by using a two-
channel network structure, and the similarity computation is conducted only through one-time training. In fact, it is the process of doing image channel compression. That is, two grayscale image patches of an input pair are compressed into a two-channel image, which is then sent into the neural network, and the information of the image patches is fused together right from the first layer of the network. The similarity metric is obtained from the activation of the last layer. Such a network architecture further accelerates the training and shows better performance. These results bring to our attention the significance of combining information from image pairs right from the front layers of the network.

For texture synthesizability assessment, we hence extend a two-channel Siamese-type network to an RGB-two-channel Siamese-type network for joint feature extraction. This has the advantage of avoiding manual feature fusion, for example, using subtraction and concatenation operations as in [10], and specifying some statistical functions as in [40]. Finally, the fused features are input to the regression layer. The structure of the proposed network is shown in Figure 4 and will be elaborated in the following.

Due to its superior performance and achievements in a variety of computer vision tasks, VGGNet [41] is selected as the backbone structure for our proposed network. Generally, the input images to the VGG network have a fixed size of 224 × 224 pixels. But for classical example-based texture synthesis algorithms, the usually used patch sizes vary among 16 × 16, 32 × 32, 64 × 64, 128 × 128, and sometimes 256 × 256 pixels. In order to make the network adaptable to smaller and multiscale input sizes, we add three layers (conv3-32, conv3-32, and max-pool) in front of the original VGG-16, similar to the operations in [10], and insert the spatial...
Figure 3: An example of similar textures generated from three synthesis algorithms, Quilting [20], Graphcut [21], and Random Search [22], from which different synthesizability scores lead to different visual appearances. (a) Flowers. (b) Knots. (c) Waterlily. (d) Peacock hair.
Figure 4: The architecture of our deep RGB-2Channel Siamese-type network.

In practice, the number of patches $N$ can be set to be arbitrary, including both nonoverlapping patches and overlapping patches. These two kinds of patches need to keep spatial consistent. $32 \times 32$, $64 \times 64$, and $128 \times 128$ sized patches are independently fed into the neural network for training to update the weights. The initial labels are from the ETH dataset [3], where $(0.0, 0.5, 1.0)$ are the annotations, representing “bad,” “acceptable,” and “good” synthesizability separately. We hence simply define the similarity labels following the synthesizability annotation. In other words, it could be assumed that good synthesizability means that the synthesized output would have a good similarity to the input texture. Then, texture patches are assigned the same similarity labels with their corresponding texture images.

3.4. Fine-Tune on Synthesizability Data. After training the RBG-two-channel Siamese-type network to learn the similarity between the reference textures and the similar textures, we then apply the single branch network, which has the same backbone structure as our Siamese-type network, only to the example textures for fine-tuning. At this stage, the dataset is adjusted to texture images with real synthesizability labels (the ETH dataset [3]), and the loss function is replaced by the MAE so as to further reduce the influence of outliers. At the same time, the two-branch RGB-two-channel Siamese-type network can recommend the best synthesis algorithms from those involved in generating the reference textures. For instance, in our training, the best algorithm is picked up from three approaches, Quilting [20], Graphcut [21], and Random Search [22], depending on the similarity scores; in other training, the best one could be generated from methods like Quilting [20], Graphcut [21], and GAN-based texture synthesis [33].

4. Experiments

In this section, we report results on two stages of experiments designed to evaluate the synthesizability of example textures. Meanwhile, the performance of our approach is analyzed in terms of qualitative and quantitative results and provides comparisons with the state of the art.
4.1. Datasets. In the first stage of training the Siamese-type network, the example textures are from the ETH Synthesizability dataset [3], which have 21,302 sample textures with expert annotations of three labels, 1.0 for "good," 0.5 for "acceptable," and 0.0 for "bad"; the reference textures are from the expanded dataset based on the ETH Synthesizability dataset [3], that is, the reference texture dataset generated by the three synthesis algorithms, Quilting [20], Graphcut [21], and Random Search [22], which includes 63,906 synthesized textures. The size of the example textures is 300 × 300 pixels while the synthesized size is 600 × 600 pixels. The patch size is the same for both example texture images and reference texture images, 32 × 32, 64 × 64, and 128 × 128 pixels. The second stage of fine-tuning uses the original ETH Synthesizability dataset [3].

4.2. Training. During training the Siamese-type network, 17,000 example textures and 51,000 reference textures, both 80% of the total datasets, are used for similarity training. Specifically, we sample texture patches as inputs in epochs and employ minibatches for optimization. Since one example texture versus three reference textures, each minibatch includes two example textures and six reference textures, all of which are represented by 16 randomly sampled texture patches, totally leading to 128 patches in a minibatch. The average loss of the textures in one minibatch is counted as the backpropagated error. The entire training is performed in three turns, corresponding to three sampling sizes of 32 × 32, 64 × 64, and 128 × 128 pixels. To optimize the loss function, the ADAM algorithm [43] is selected, also with its recommended parameters as \( \beta_1 = 0.9 \), \( \beta_2 = 0.999 \), \( \epsilon = 10^{-8} \), and the initial learning rate \( \alpha = 10^{-4} \). The learning rate decreasing factor is set to 0.1. Its variation in loss is shown in Figure 5, the top one. We can see that the training converges quickly and reaches a relatively stable low value.

In the stage of fine-tuning, 19,000 example textures, 90% of the total datasets, were used for scoring training. Parameter settings keep consistent with those in the training stage of the Siamese-type network, except the initial learning rate as \( \alpha = 10^{-6} \). Besides, textures used for validation are 20% of the total datasets for the Siamese-type network and 10% for the fine-tuning. We finally chose the model with the best validation loss for evaluation. As shown in Figure 5, the bottom image is the loss changes during the fine-tuning phase. Although, in the beginning, the loss function has slight fluctuation, with the increase of epochs, it also gradually converges to a low value. This is probably due to the fact that we turn down the batch size because the input images for the fine-tuning have a larger size (300 × 300 × 3).

4.3. Results. In this section, we evaluate the performance of our approach in terms of qualitative and quantitative results.

Qualitative Results. Figure 6 provides the predicted synthesizability scores on several example textures by our approach, with their human quality judgments, the annotations in the ETH dataset [3], and the best synthesis algorithm. Each group of examples consists of two images: the example texture and its synthesized one, under which is its predicted synthesizability score, its human annotation, and the recommended synthesis algorithm in the parentheses. It can be seen that the predicted synthesizability score can keep consistent with the quality of the synthesized texture. That is, an example texture with a higher synthesizability score would generate better quality synthesized texture using example-based synthesis methods; as shown in Figure 6, the synthesized quality decreases with the decrease of the synthesizability score. Meanwhile, the predicted synthesizability score can be consistent with the human annotation as well. In the parentheses in Figure 6, the numbers of 1.0, 0.5, 0.0 are the human labels. Although the human labels only give three levels of "good," "acceptable," and "bad," our predicted scores fall into these three ranges.

In addition, experiments also show that our method is superior to the manual feature-based approach. As seen in Figure 7, two typical failures mentioned in [3], false negatives (a low synthesizability score assigned to a synthesizable texture) like cloud and rust examples and false positives (high synthesizability scores for textures hard to synthesize) like hair and tree ring examples, have been corrected. This is because our method is not limited by the hand-crafted features which cannot completely describe texture patterns with irregular structures, heterogeneous information, and so on. Figure 8 shows that our approach also works for textures at different scales. Generally, the synthesizability scores fall down with the increase of the scales of textures. Besides, some interesting results deserve deep investigation. As shown in Figure 9, example textures are assigned the human annotations as 0.5, that is, they are "acceptable" for example-based synthesis algorithms, but actually their synthesized results can achieve "good" visual effects. Finally, affected by the human labels, these textures cannot obtain higher synthesizability scores (for example, "apple" is 0.7, and "feather" is 0.68). Probably, refining the manual labels and using the unsupervised methodology are solutions that can be explored.

Quantitative Results. In this section, we make an analysis of the performance of the proposed method in terms of its ability to predict the synthesizability of example textures. To quantify the evaluation, a number of network architectures are tested, and several commonly used performance metrics are applied.

Although there is no completely consistent previous work, we can investigate some typical network architectures which vary from shallow to deep, single column to Siamese, one image to multipatches. After combining, they are referred to as single column shallow (one patch), single column VGG-16 (one patch), Siamese VGG-16 (one patch), Siamese VGG-16 (multipatches), and ours (RGB-2Channel Siamese-type network (multipatches) + fine-tuning). We use four convolutional layers and one fully connected layer for
Figure 5: Convergence of loss for our approach in the training stage and fine-tuning stage.

Figure 6: Examples of textures with their synthesizability scores (under the texture image), human annotations (in the parentheses), and the best synthesis algorithm (also in the parentheses) recommended from Quilting [20], Graphcut [21], and Random Search [24] by our approach, in which “Null” means none of the three methods work for this texture, and “RS” is for Random Search. (a) Four-leaf clover: 0.89 (1.0, RS). (b) Leopard print: 0.78 (1.0, Quilting). (c) Cherry: 0.68 (1.0, RS). (d) Foam: 0.59 (1.0, Graphcut). (e) Monthly roses: 0.52 (0.5, Quilting). (f) Stones: 0.47 (0.5, Quilting). (g) Pasta: 0.37 (0.0, Graphcut). (h) Cloud: 0.20 (0.0, Null). (i) Grid road: 0.15 (0.0, Null).

Figure 7: Comparison with method in [3]. Our method gives more reasonable scores to textures with irregular structures, heterogeneous information, subtle features, and so on. (a) Cloud: 0.58 (0.35 [3]). (b) Rust: 0.40 (0.25 [3]). (c) Hair: 0.33 (0.59 [3]). (d) Tree ring: 0.13 (0.65 [3]).
the shallow network, while the change of VGG-16 is only to set the number of outputs as one.

On the other side, since, in the dataset, the qualities of textures are measured by experts’ analysis and scoring, which is a very subjective task, we choose PLCC (the Pearson linear correlation coefficient) and SROCC (the Spearman Rank-order Correlation Coefficient) as metrics to measure the prediction accuracy and the prediction monotonicity between MOS/DMOS and the objective scores. We also employ RMSE (the root mean squared error) to assess the prediction consistency between MOS/DMOS and the objective scores. In order to compare with the hand-designed features [3], we measure the precision at different levels of recall as well.

Table 1 provides the comparison between our network and others. The dataset is the ETH Synthesizability dataset [3].

<table>
<thead>
<tr>
<th>Approach</th>
<th>One patch</th>
<th>Multipatches</th>
<th>PLCC</th>
<th>SROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single column shallow</td>
<td>Y</td>
<td></td>
<td>0.112</td>
<td>0.087</td>
<td>0.921</td>
</tr>
<tr>
<td>Single column VGG-16</td>
<td>Y</td>
<td></td>
<td>0.413</td>
<td>0.305</td>
<td>0.507</td>
</tr>
<tr>
<td>Siamese VGG-16</td>
<td>Y</td>
<td></td>
<td>0.532</td>
<td>0.401</td>
<td>0.421</td>
</tr>
<tr>
<td>Siamese VGG-16</td>
<td></td>
<td>Y</td>
<td>0.614</td>
<td>0.522</td>
<td>0.335</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>Y</td>
<td>0.785</td>
<td>0.723</td>
<td>0.250</td>
</tr>
</tbody>
</table>

Bold entries are the best performers.

![Figure 8](image1.png)  
**Figure 8:** Examples of synthesizability scores predicted for textures at different scales. (a) 0.65 (0.5). (b) 0.78 (1.0). (c) 0.58 (0.5). (d) 0.87 (1.0).

![Figure 9](image2.png)  
**Figure 9:** Some cases deserve further discussion. (a) 0.70 (0.5). (b) 0.68 (0.5). (c) 0.64 (0.5). (d) 0.57 (0.5).

![Table 1](image3.png)  
**Table 1:** Performance comparison between our network and other architectures. The dataset is the ETH Synthesizability dataset [3].

On the other side, since, in the dataset, the qualities of textures are measured by experts’ analysis and scoring, which is a very subjective task, we choose PLCC (the Pearson linear correlation coefficient) and SROCC (the Spearman Rank-order Correlation Coefficient) as metrics to measure the prediction accuracy and the prediction monotonicity between MOS/DMOS and the objective scores. We also employ RMSE (the root mean squared error) to assess the prediction consistency between MOS/DMOS and the objective scores. In order to compare with the hand-designed features [3], we measure the precision at different levels of recall as well.

Table 1 provides the comparison between our network and others. It can be seen that our network achieves the best evaluation results. At the same time, the deep network performs better than the shallow network in general, and the multipatches model can describe the features of texture images more effectively with respect to the one-patch model. We also make comparisons with the hand-crafted feature-based method [3], as shown in Figure 10, where our method achieves higher average precision at the corresponding recall levels (the magenta lines), for both textures belonging to “acceptable” and “good.” When the recall is one, Dai et al. [3] report that the average precision score (under all features) for “acceptable” textures is 94.5%, and that for “good” textures is 75.5%, while our approach obtains that of 95.7% and 83.2%, respectively. In particular, for “good” textures, the improvement is more noticeable.

![Figure 10](image4.png)  
**Figure 10:** Comparison of average precision of synthesizability prediction at different recall levels.
5. Conclusions
This study proposes a deep Siamese-type network, RGB-two-channel Siamese-type network, for the task of texture synthesizability assessment. To improve versatility and accuracy, we employed the deep learning-based method, which is, as far as we know, the first attempt to introduce end-to-end training for feature extraction, fusion, and regression in this job. To solve the problem of the data insufficiency of the training dataset, this algorithm constructs the reference textures dataset for similarity learning and adapts the multipatches scheme when training. At last, a single branch of fine-tuning on available synthesizability data generates more accurate predictions for synthesizability and also provides a recommended algorithm which is best matched the example texture. The proposed approach obtains good results qualitatively and quantitatively, when evaluated among several network architectures, and compared with the state of the art. However, there are still some issues that need further exploration; for example, the no-reference method is an interesting direction. Additionally, we do not notice the efficiency of the proposed approach, which means that its speed cannot meet application requirements in actual application scenes. Therefore, balancing performance and efficiency is also a future study.
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