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As an important component of information service networks, personalized recommendation technology provides users with better options and enables them to obtain information anytime and anywhere. Collaborative filtering (CF) is a successful and widely used form of this technology. However, the traditional CF recommendation algorithm is ineffective in environments with frequent entry of new users and high levels of data sparsity. For new users in the system, few or no scores, labels, or other such information is available, leading to the user cold start problem. Simultaneously, data sparsity leads to the selection of unreasonable neighbors, which reduces the recommendation accuracy. In addition, the traditional CF recommendation algorithm ignores the inherent connections between users’ preferences and their basic information (such as demographics). Users with similar demographic information are likely to have similar preferences, which can serve as a good basis for finding neighbors. To address the aforementioned problems, we propose a recommendation model that combines active learning (AL) and a semi-supervised transductive support vector machine (TSVM). To enable neighbors to be found quickly and accurately, similar users are clustered together on the basis of their basic information. Then, the TSVM-based classifier is trained on each cluster. To improve the quality of sample labeling and thus the classifier performance, an active learning method based on the distance strategy and a multiclassifier voting mechanism is implemented. Finally, the TSVM-based recommendation model is trained on the labeled samples. The extensive experiments conducted using a real data set from MovieLens demonstrate that the proposed model effectively alleviates the aforementioned cold start and data sparsity problems.

1. Introduction

Information technology and the Internet have developed rapidly, and numerous online forums and e-commerce, social, and consulting service platforms have been established, resulting in the availability of a huge amount of information. However, obtaining effective information can be challenging due to information overload. Recommendation systems can address such problems [1, 2], in which a preference model between users and items is developed by acquiring users’ behavior characteristics or preferences, predicting their preferences for unknown or unselected items, and generating a recommendation list. A recommendation algorithm is central to this type of system as it determines the recommendation effect and quality. Current personalized recommendation algorithms include content-based, collaborative filtering (CF), model-based, and hybrid recommendation algorithms [3–6]. Of these, the CF recommendation algorithm is one of the most successful and widely used algorithms. It has the advantages of not relying on the feature information of the item and not being constrained by content analysis technology and thus represents a major development in theoretical and practical terms. However, it requires continuous improvement due to the limitations of cold start (many users with little or no historical data) and data sparsity (limited user-item rating information or few items rated by multiple users) [7, 8].
The user cold start problem occurs when there are few or no scores, labels, or other information about new users in the system. The recommendation function of the system is even more important for such new users. Reference [9] shows that the loyalty of users to the system depends on whether and when the system provides effective personalized services. Users will have a greater reliance on the system and thus improve user loyalty if the recommendation function can be implemented for new users as early as possible. Thus, solving this cold start problem is necessary to improve the quality and efficiency of recommendation systems.

A common solution to the problem of new users is to use non-personalized recommendations; however, a lack of personal information means that the system must accumulate a certain level of data before it can provide recommendations. Another solution is to use user registration information as the basis for recommendations, but the resulting recommendations are likely to be coarse as the information is often limited. A more effective solution entails the use of active inquiry-based models that acquire the required knowledge through communicating with users and therefore provide rapid and accurate results.

The goal of a recommendation system is to satisfy users by providing appropriate recommendations by learning the users’ preferences from their operations, which can be achieved through active learning. Active learning should therefore be integrated into recommendation systems [10]. The notion of the highest predicted score in [11] involves predicting the scores of unlabeled items, and the item with the highest predicted score may be the user’s favorite item. The notion of the lowest predicted score in [12] is similar, in which the item with the lowest predicted score is selected and the user identifies the least preferred items with a score. An active learning algorithm is proposed in [13] based on matrix decomposition, which selects the sample with the lowest predicted score for users to choose. Reference [14] uses the aspect model to predict the probability that a target user $u$ belonging to an interest group $z$ will give a score $r$ to a specific item $i$, where the user is a combination of multiple interest groups.

Data sparsity has also become a major problem for recommendation systems as it results in unreasonable neighbors being selected by the target user, which reduces the accuracy of the recommendations [15]. This issue can be addressed using a clustering algorithm to improve the recommendation accuracy. For example, [16] proposes a novel and scalable CCCF method, which improves the performance of CF methods via user-item co-clustering. Users and items are clustered into several subgroups, and each includes a set of like-minded users and a set of items they share an interest in. A hybrid approach is proposed by [17], which combines a content-based approach with CF under a unified model called co-clustering with augmented matrices (CCAMs). This method is based on information-theoretic co-clustering but further considers augmented data matrices, including user profiles and item descriptions. Reference [4] proposes a novel recommendation model based on a time correlation coefficient and an improved K-means with cuckoo search. The clustering method can cluster similar users together for further quick and accurate recommendations. The novel method of [18] applies clustering algorithms to the latent vectors of users and items, which can capture the interests that are common to the clusters of users and of items in a latent space. Some scholars have used matrix factorization (MF) techniques and singular value decomposition to solve this problem. For example, [19] proposes neural variational matrix factorization, which is a novel deep generative model that incorporates side information (features) of both users and items to effectively capture the corresponding latent representations to generate more accurate CF recommendations. To alleviate the effects of data sparsity, [20] proposes a framework that involves two efficient matrix factorizations, a dynamic single-element-based CF integrating manifold regularization (DSMMF) and a dynamic single-element-based Tikhonov graph regularization nonnegative MF (DSTMNM). A novel imputation-based recommendation method is proposed by [21] to solve the problem of data sparsity in SVD-based methods.

Building upon these studies, we propose a new personalized recommendation model in which active learning is integrated with semi-supervised learning and apply the cluster analysis method to solve the cold start and data sparsity problems. Users with similar rating patterns generally have similar interest preferences in recommendation systems and can be classified together on the basis of their item ratings. Thus, the basic information of new users (e.g., registration and demographic information) can determine the user group they belong to, and the system can accordingly provide more accurate item recommendations, to some extent solving the cold start problem. Semi-supervised learning and active learning methods can then be used to label the users’ item preferences, which not only alleviate the data sparsity problem but also solve the cold start problem.

Our study makes four main contributions to the literature. First, we use cluster analysis due to the sparsity of a new user’s query list, through which we can classify new users and obtain more reliable preference information, thus solving the problem of cold start.

Second, the label information of user-item association data, i.e., rating information expressed by users about items, is scarce, so we use the semi-supervised transductive support vector machine (TSVM) as the benchmark classifier, together with an active learning strategy based on distance, to label the association data.

Third, the quality of data is considered in active learning and fewer but higher quality items are selected for inquiring users, which address the problems of cold start and data sparsity. Specific inquiry information such as item scores can also be selected in active learning, which can supplement the scarce data for interest-related aspects, thus helping to ensure that the interest model is comprehensive.

Finally, as active learning does not rely on any similarity between users or items, the recommendations are not limited to similar modules, which expands the choices presented to users along with their cognitive domains and better portrays user preferences.
2. Semi-Supervised Transductive Support Vector Machine

Joachims et al. propose a transductive support vector machine learning algorithm (TSVM), which is the same as the traditional SVM learning method for binary classification problems, especially suitable for small sample training sets [22, 23]. In the TSVM training process, the test data (unlabeled sample set) is also considered together, and then, the classification error of the test data set is minimized. In other words, TSVM tries to assign different labels to unlabeled samples and find the classification hyperplane with the largest interval on all samples.

The principle of TSVM algorithm is as follows [24]:

Given a set of independently and identically distributed labeled training samples:

\[ D_l = \{(x_1, y_1), \ldots, (x_i, y_i)\} \in \mathbb{R}^d \times \mathbb{R}, \]
\[ i = 1, \ldots, l, \]
\[ y_i = \{-1, +1\}. \]  

Another set of unlabeled samples from the same distribution is as follows:

\[ D_u = \{x_{l+1}, \ldots, x_{l+n}\}. \]  

The learning objective of TSVM is to predict the unlabeled samples in \( D_u \) and give the prediction labels, so that the objective function.

\[ \min (y_1, \ldots, y_n, w, b, \xi_1, \ldots, \xi_l, \xi_{l+1}, \ldots, \xi_{l+n}) \]
\[ \frac{1}{2} ||w||^2 + C_1 \sum_{i=1}^{l} \xi_i + C_2 \sum_{i=l+1}^{l+n} \xi_j \]
\[ s.t.: \forall i \in [l+1, \ldots, l+n]: y_i \cdot (w \cdot x_i + b) \geq 1 - \xi_i; \xi_i \geq 0 \]
\[ \forall j \in [l+1, \ldots, l+n]: y_j \cdot (w \cdot x_j + b) \geq 1 - \xi_j; \xi_j \geq 0, \]

where \((w, b)\) determines a classification hyperplane; \( \xi_i (i = 1, 2, \ldots, l) \) is the slack variable of labeled samples; \( \xi_j (j = l + 1, l + 2, \ldots, l + u) \) is the slack variable of unlabeled samples; \( C_1 \) and \( C_2 \) are the impact factors of labeled and unlabeled samples specified by the user; and \( C_j \xi_j \) is the “influence term” of the unlabeled sample \( x_j \) in the objective function.

The training process of TSVM algorithm is as follows [25]:

Step 1: set parameters \( C_1 \) and \( C_2 \), train labeled samples by inductive learning, and get an initial classifier. Set the estimated number \( N \) of positive samples in unlabeled samples.

Step 2: use the initial classifier to calculate the value of the decision function for all unlabeled samples. Label the first \( N \) unlabeled samples with large value of decision function as positive samples, and label the remaining unlabeled samples as negative samples. Set \( C_{\text{temp}} \) as a temporary impact factor.

Step 3: retrain the SVM model on all the labeled samples. For the newly generated classifier, according to the principle of reducing the objective function (3) as much as possible, exchange the labels of each pair of samples until there are no samples that meet the exchange conditions; otherwise, repeat the process.

Step 4: increase the value of \( C_{\text{temp}} \) uniformly, and return to Step 3. When \( C_{\text{temp}} \geq C_2 \), terminate the algorithm and return the labels of all unlabeled samples.

3. Active Learning

Aiming at the shortcoming of supervised learning that a large number of labeled samples must be used to construct a learner, active learning is proposed. In particular, in the case of a very large amount of data, the cost of labeling each sample will be very high [26]. The goal of active learning is to obtain a higher classification accuracy rate when the training data are limited and then these samples are labeled, which can not only reduce the training cost but also improve the classification effect of the learner.

Generally, the process of active learning includes two steps: establishing a basic classifier and selecting appropriate samples, where the basic classifier is obtained using supervised learning algorithm to learn and train on the labeled sample set; the process of sample selection is to select the samples with the largest value from the unlabeled sample set based on a certain sample selection strategy, then label them by domain experts or users, and add the labeled samples into the training set. Repeating the above two steps can gradually improve the performance of the classifier until the termination condition is met.

According to the different problem scenarios and unlabeled sample selection ways, active learning strategies can be divided into three types: membership query synthesis, stream-based selective sampling, and pool-based sampling [27]. Their differences are shown in Figure 1.

In the active learning strategy, it is mainly to determine which unlabeled sample has the largest amount of information or the most uncertain to be inquiry; and this inquiry strategy is the focus of research. Reference [28] proposes a new semi-supervised learning framework, which combines the active learning of the Gaussian random field with harmonic function, and selects unlabeled samples based on the value of the energy function. In [29], a combination of active learning and semi-supervised learning is proposed for sequence labeling, which can greatly reduce the cost of manual labeling. It only labels unlabeled samples with high uncertainty, and other sequences and subsequences are automatically labeled.

4. Sample Labeling Method Based on Distance Measurement and a Multiclassifier Voting Decision

4.1. TSVM Algorithm Analysis. We identified the following shortcomings in the TSVM algorithm through our analysis:
If there are \( u \) unlabeled samples, then to achieve an accurate solution to the problem, all possible classification results for the sample sets must be searched for, that is, \( 2^u \) results, which belongs to a typical NP problem. If the unlabeled sample \( u \) is relatively small, the solution of this algorithm is completely possible. However, when the unlabeled sample \( u \) is large, it is almost impossible to find its exact solution, so it must be solved using labeled samples and various approximate optimization algorithms.

The algorithm labels samples in pairs and selects those samples most likely to be support vectors in the boundary area for labeling each time, and the labeling speed is very slow.

Thus, to solve the above problems, we propose an active learning method that combines multiclassifier voting and collaborative training when labeling samples. The advantages of this method are as follows:

1. The algorithm does not simply rely on the classification results of a single classifier to determine the samples to be labeled but trains multiple classifiers and uses the voting results of all of the classifiers to determine the samples to be labeled, which can improve the accuracy of labeling.

2. When training multiple classifiers, the training set must be divided into multiple sub-training sets, and how these are divided determines the performance of the trained classifier. We use the clustering algorithm to divide the training set, which considers all of the geometric and spatial distribution characteristics of the labeled samples. A proportion of samples are then extracted according to the clustering results and the size of each cluster to construct a new training set and train the classifier, which can effectively improve its performance.

3. In every iteration, each training set is small, so the training time cost of each classifier is relatively low.

4. We train the obtained labeled samples and the previously labeled samples to obtain the final classifier, which improves not only the training speed of the classifier but also its performance.

4.2. Sample Labeling Based on Distance Strategy and Multiclassifier Voting. We apply the multiclassifier collaborative voting mechanism to label unlabeled samples, which improves the training speed of TSVM and the labeling accuracy of samples. The time complexity of the iterative training is reduced, and multiple classifiers use a voting mechanism to determine the class label of samples, thus improving the labeling accuracy in each iteration.

Figure 2 illustrates the multiclassifier voting decision labeling process. We divide the entire sample set into the labeled sample set \( L \) and an unlabeled sample set \( U \). First, we cluster the labeled sample set and extract a specific number of samples from each cluster according to a specific proportion to form \( k \) (\( k \) is odd and greater than 1) subsample sets as the training sets, which guarantees that each training set is different. Second, \( k \) initial classifiers \( C_1, C_2, \ldots, C_k \) are trained based on \( k \) training sets, following which we use these \( k \) classifiers to predict each unlabeled sample and obtain the output \( f_1, f_2, \ldots, f_k \). Third, we label unlabeled samples and decide whether to iterate further based on the termination conditions. Four key problems must be solved in this process:

1. Using the clustering algorithm to distinguish the training samples
2. Selecting the samples to be labeled
3. Adding the labeled samples to the corresponding classifier and using them in further iterative training
We use the K-means clustering algorithm to cluster the initial training set. The specific steps are as follows:

Step 1: suppose the labeled sample set is \( L = \{x_1, x_2, \ldots, x_l\} \), the number of clusters is \( K \), the iteration round is \( r \), and the initial value is 0; then, the initial \( K \) cluster centers are set as \( (C'_1, C'_2, \ldots, C'_K) \).

Step 2: assume that the set corresponding to the \( i \)-class sample is \( L_i' \). For any sample \( x_j, j = 1, \ldots, l \), if the distance between \( x_j \) and the cluster center \( C'_j \) is the shortest, as shown in equation (4), then the sample \( x_j \) is added to the \( L_j' \) class.

\[
\|x_j - C'_j\| \leq \|x_j - C'_k\|, \quad k = 1, 2, \ldots, K. \tag{4}
\]

Step 3: recalculate \( K \) cluster centers as follows:

\[
C'_i = \frac{1}{o_i} \sum_{j \in L'_i} x_j, \quad i = 1, 2, \ldots, K,
\]

where \( o_i \in L'_i \).

Step 4: define the clustering criterion function and calculate the clustering error as follows:

\[
E(t) = \sum_{i=1}^{K} \sum_{x_j \in L'_i} \|x_j - C'_i\| \tag{6}
\]

Step 5: determine whether the stop condition is met. If \( |E(t - 1) - E(t)| \) is less than the preset error value, the final clusters and cluster centers are \( L_i = L'_i, C_i = C'_i, i = 1, 2, \ldots, K \); otherwise, \( r = r + 1 \) is set, and go to Step 2.

4.2.2. Sample Labeling Strategy Based on Distance Strategy and the Multiclassifier Voting Mechanism. The size of the data set of the training samples is considered when selecting the samples to be labeled. Common labeling methods include the boundary-based sample method (e.g., pairwise sample labeling in T SVM), which has high labeling accuracy but very low labeling speed, and the region-based labeling method, which can simultaneously label multiple samples and thus has a high labeling speed but may have low labeling accuracy. We propose a multiclassifier voting decision labeling method that selects samples for labeling that belong to more than \( m \) classifier boundary regions at the same time; i.e., the minority is subordinate to the majority. If \( m \) samples meet equation (8), they are labeled as positive, and if \( m \) samples meet equation (9), they are labeled as negative.

Assuming that the classification hyperplane is \( f(x) \) and the unlabeled sample set is \( U = \{x_{l+1}, x_{l+2}, \ldots, x_{l+u}\} \), the distance from the sample \( x_i \) to the classification hyperplane is expressed as follows:

\[
d(x_i) = \frac{y^T x_i + b}{\|\omega\|} = \frac{y(\omega^T x_i + b)}{\|\omega\|} = \frac{y f(x_i)}{\|\omega\|}, \tag{7}
\]

\( i = l + 1, \ldots, l + u \).
We select unlabeled samples that are most likely to be support vectors for labeling and increase the labeling speed by using a compromise between the pairwise labeling and region labeling methods to label the unlabeled samples. In each iteration process, unlabeled samples meeting the first \( p \) maximum of equation (8) are selected and labeled as positive, while those meeting the first \( q \) minimum values of equation (9) are then selected and labeled as negative.

\[
\max (f(x_i)), s.t. \quad \frac{\omega^T x_i + b}{\|\omega\|} \geq d(x_i), \quad i = l + 1, \ldots l + u. \tag{8}
\]

\[
\min (f(x_i)), s.t. \quad \frac{\omega^T x_i + b}{\|\omega\|} \leq -d(x_i), \quad i = l + 1, \ldots l + u, \tag{9}
\]

where the values of \( p \) and \( q \) determine the number of samples labeled in each iteration, i.e., the learning speed of transductive learning. When \( p \) and \( q \) equal 1, we apply the pairwise labeling method. When \( p \) and \( q \) are greater than 1, \( p \) or \( q \) samples in the boundary region of the optimal classification hyperplane are labeled in each iteration, and their values can be tuned according to the actual application scenario.

4.2.3. Adding Labeled Samples to the Corresponding Classifier. After the samples are labeled, they must be added to the training set for iteration if the stop condition of the algorithm is not met. Instead of adding the samples to all training sets, they are added to those corresponding to classifiers whose output class labels are consistent. For example, if the output results of the five classifiers \( A, B, C, D, \) and \( E \) are positive class, positive class, positive class, positive class, and negative class, respectively, then adding samples to the training set corresponding to training classifier \( E \) is obviously inappropriate. In addition, if the output results of two classifiers \( A \) and \( B \) meet equation (8) and if the output result of \( A \) is 0.05 and \( B \) is 0.95, then the probability of \( A \) labeling the sample correctly is relatively low compared with \( B \). Thus, the difference in training and the accuracy of the sample labeling can be guaranteed by adding the labeled samples to the training set corresponding to the classifier whose labeled class is consistent with the output result and whose output value is the largest.

4.2.4. Termination Conditions. If in the process of sample labeling and model training the currently labeled sample class is inconsistent with the previously labeled class, then the labeled class must be reset; that is, the sample must be relabeled. The approach in this case is to take the sample as an unlabeled sample again and delete it from the corresponding training set and proceed to the next iteration. If there are no samples that need to be reset in the iteration and there are no unlabeled samples that meet the labeling condition, then the iteration is stopped.

5. Improved TSVM Algorithm Based on Active Learning

The TSVM algorithm is based on multiclassifier collaborative labeling and is designed by combining the TSVM algorithm and the proposed multiclassifier voting decision labeling. The specific steps of Algorithm 1 are as follows:

6. Experiment Evaluation

6.1. Experimental Data Set and Experimental Setting

6.1.1. Data Description. We select the MovieLens data set for the experiment, which comprises movie rating data collected by the GroupLens team of the University of Minnesota. Movies are recommended based on users’ scores (1–5) [30]. Four levels of data are provided: 100,000 scores, 1 million scores, 10 million scores, and 20 million scores. We select the first data set of 100,000 real scores for 1682 movies submitted by 943 users, with a sparsity of 94.3%, and a rating range of [1, 5]. The higher the score, the more the user likes that movie. Each user in the data set has rated at least 20 movies. We regard a movie with a score of 3–5 as one liked by the user and is thus labeled as +1 and one with a score of 1–2 as disliked (labeled as −1).

6.1.2. Experimental Setting. The experimental environment of this study is a computer configured with Intel Core i5 1.6 GHZ, 8 G memory, and Windows 10 operating system, and the simulation software is MATLAB 2015b.

In the experiment, we set the parameters, for example, the number of clusters \( k \), of the proposed algorithm through experiments, and all the experimental results are the average results of 5 experiments.

6.1.3. Evaluation Metrics. We use precision and F score to evaluate the performance of the recommendation model. The specific calculation methods are as follows.

Suppose \( n \) items are recommended for user \( u \), denoted as \( R(u) \). The set of items that user \( u \) likes on the test set is \( T(u) \). Then, the accuracy and recall are defined as follows:

\[
\text{precision} = \frac{\sum_{u} |R(u) \cap T(u)|}{\sum_{u} |T(u)|},
\]

\[
\text{recall} = \frac{\sum_{u} |R(u) \cap T(u)|}{\sum_{u} |R(u)|}.
\]

Accuracy and recall are a pair of mutually exclusive indicators that are typically combined, and the F score is used to measure the recommendation quality. The higher the F score, the higher the quality.

\[
\text{F score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]
Input: Labeled sample set \( L \); unlabeled sample set \( U \); the number of classifiers \( k \).

Output: The final classifier TSVM.

Step 1: Apply the K-means algorithm to cluster the labeled sample set \( L \), and extract samples from each cluster according to a specific proportion to form \( k \) sub-training sets, which are denoted as \( L_1, L_2, \ldots, L_k \).

Step 2: Utilize the SVM algorithm to train \( k \) training subsets to obtain \( k \) initial classifiers: \( C_1, C_2, \ldots, C_k \).

Step 3: Input unlabeled samples into \( C_1, C_2, \ldots, C_k \), and obtain \( k \) output results: \( f_1, f_2, \ldots, f_k \).

Step 4: For any unlabeled sample \( x_i \), if the classification results of a \( k \) classifier meet equation (8), then label it as a positive class; if the classification results of a \( k \) classifier meet equation (9), then label it as a negative class.

Step 5: If the currently labeled class of \( x_i \) is inconsistent with the previously labeled class, cancel the labeling and delete it from the corresponding training set. If the currently labeled class is consistent with the previous and max \( \{f_i(x_i)\}, j = 1, 2, \ldots, k \) is inconsistent, then add the sample to \( L_j \). If the sample is not labeled in the early stage, then find \( j \) that meets max \( \{f_i(x_i)\}, j = 1, 2, \ldots, k \), and add the sample to \( L_j \). Otherwise, stop the iteration and go to Step 8.

Step 6: Repeat steps 4 and 5 until all unlabeled samples are labeled.

Step 7: Train the new training subset and obtain the new classifiers \( C_{\text{new}}^1, C_{\text{new}}^2, \ldots, C_{\text{new}}^k \). If the sub-training sets of the previous and current iterations remain unchanged, the corresponding training should continue to use the classifier from the previous iteration; then, go to Step 3.

Step 8: Combine each training subset to form the final training set, and retrain the sample set to obtain the final classifier.

Algorithm 1: TSVM algorithm based on distance strategy and multiclassifier collaborative labeling (DCBTSVM).

6.2. Experimental Results

6.2.1. Role of Clustering in Solving the Cold Start Problem for New Users. We assess the performance of the clustering algorithm in alleviating the cold start of new users and compare it with the performance of the following algorithms: user-based collaborative filtering (UserCF) algorithm, cluster-based UserCF algorithm (CUserCF), TSVM algorithm based on the distance metric, proposed multiclassifier voting decision mechanism (DCBTSVM), TSVM algorithm based on the distance metric, and multiclassifier voting decision mechanism without cluster analysis (ALTSVM). Figure 3 presents the performance of these reference algorithms, in terms of their recommendation accuracy, with a different number of clusters.

These results show that the clustering algorithm improves the performance of the recommendation model. By analyzing the characteristics of the data set, the model automatically selects neighbors and exploits the potential association relationship of users (i.e., it looks for users that are highly similar), thus helping new users find their own user groups quickly and alleviating the problem of reduced recommendation accuracy due to user cold start. Owing to the use of cluster analysis, the recommendation accuracy of the CUserCF algorithm is better than that of UserCF. Similarly, the recommendation accuracy of DCBTSVM is better than that of ALTSVM.

In the classification-based recommendation system, the number of samples (user-item) in each cluster gradually decreases as the number of clusters \( k \) increases, while the number of classifiers trained (equal to the number of clusters \( k \)) using the active learning classification model gradually increases. As the number of samples in each cluster decreases, the ability of the trained model to generalize also changes. When \( k = 30 \), the recommendation accuracy begins to decline, as the labeling of unlabeled samples by all classifiers is inaccurate; this may be related to model overfitting.

A high level of accuracy (i.e., precision) and the ability to identify as many items of user interest as possible (i.e., recall) are key factors characterizing the performance of a recommendation model. The F score is an important indicator of these abilities. Figure 4 shows that the proposed DCBTSVM method has better F score than the other three methods. The scores are highest when \( k = 30 \) and when the proportion of training samples accounts for 60% of the whole training sample set.

6.2.2. Active Learning Strategy for Solving Data Sparsity and User Cold Start Problems. To better simulate real online user situations, we divide the users into the MovieLens data set into two groups. We select one group of users and their rated movie data for the initial training set and no longer regard them as new users. Users in the other group are regarded as new users, and their rated movie data are divided into two subgroups. Each user randomly reserves 20 movie scores for
the final test set, and the other subgroup is used as an unlabeled sample set. We assume that users can rate any movie. Each time the movie samples are selected from the unlabeled sample set to be labeled, and they are added into the training set to retrain the model.

On the basis of the aforementioned experimental results, the number of clusters $k$ is first set to 30 and then to 40. Figures 5 and 6 show the performance change trend of the proposed DCBTSVM recommendation model as the sample label proportion increases from 20% to 60%. In each iteration, the DCBTSVM model uses the designed active learning strategy to inquire and label unlabeled movie samples. Then, the labeled samples are put into the training set as labeled samples, and the model is retrained, to iterate continuously until the termination condition.

Figures 5 and 6 reveal that the performance of the proposed recommendation algorithm improves as the sample label proportion increases. First, when the number of clusters $k = 30$, the recommendation performance is better than that when $k = 40$. When clustering according to user characteristics, $k = 30$ case yields a wider range of user interests and preferences. For new users, the accuracy rate of being correctly classified into one of the classes is slightly higher; thus, the samples labeled by active learning appear to better reflect the real interests of the users. Second, the preferences of users (both new and old) are better labeled as the proportion of labeled samples increases, thus supplementing the scarce data and making the interest model more effective.

It is worth noting that the active learning strategy does not label all unlabeled samples, but labels that are the most valuable and as few as possible. On the one hand, it can not only reduce the labeling cost of samples; on the other hand, it can reduce the time complexity of model training.

6.2.3. Comparison with Other Methods. To verify the effectiveness of the DCBTSVM algorithm, we compare its precision and F score with that of SVM, TSVM, ALTSVM, and UserCF-based models (Figures 7 and 8), where SVM algorithm only uses the labeled samples and performs well in

![Figure 4: F scores of four algorithms with a different number of clusters.](image_url)

![Figure 5: Recommendation accuracy of the DCBTSVM algorithm with different sample labeling ratios when $k = 30$ and $k = 40$, respectively.](image_url)

![Figure 6: F scores of the DCBTSVM algorithm when $k = 30$ and $k = 40$ with different sample labeling ratios.](image_url)

![Figure 7: Recommendation accuracy of five algorithms with different sample labeling ratios.](image_url)
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The data set used in the experiment of this study is a public data set, which can be freely obtained by researchers. For details, the following website can be reversed: https://grouplens.org/datasets/movielens/.
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