
Retraction
Retracted: Athlete Gait Feature Recognition Method Based on
Multisource Sensing Information

Security and Communication Networks

Received 15 November 2022; Accepted 15 November 2022; Published 28 November 2022

Copyright © 2022 Security andCommunicationNetworks.!is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Security and Communication Networks has retracted the ar-
ticle titled “Athlete Gait Feature Recognition Method Based
onMultisource Sensing Information” [1] due to concerns that
the peer review process has been compromised.

Following an investigation conducted by the Hindawi
Research Integrity team [2], significant concerns were iden-
tified with the peer reviewers assigned to this article; the in-
vestigation has concluded that the peer review process was
compromised.We therefore can no longer trust the peer review
process, and the article is being retracted with the agreement of
the Editorial Board.

References

[1] L. Xu, C. Xue, and X. Gu, “Athlete Gait Feature Recognition
Method Based on Multisource Sensing Information,” Security
and Communication Networks, vol. 2022, Article ID 2857465,
10 pages, 2022.

[2] L. Ferguson, “Advancing Research Integrity Collaboratively
and with Vigour,” 2022, https://www.hindawi.com/post/
advancing-research-integrity-collaboratively-and-vigour/.

Hindawi
Security and Communication Networks
Volume 2022, Article ID 9837105, 1 page
https://doi.org/10.1155/2022/9837105

https://www.hindawi.com/post/advancing-research-integrity-collaboratively-and-vigour/
https://www.hindawi.com/post/advancing-research-integrity-collaboratively-and-vigour/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9837105


RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
DResearch Article

Athlete Gait Feature Recognition Method Based on Multisource
Sensing Information

Xu Li,1 Chunlei Xue,2 and Xiaobo Gu 3

1Northeast Petroleum University, Heilongjiang, Daqing 163318, China
2Department of Physical Education, Tangshan Normal University, Tangshan 063000, Hebei, China
3Sports Department of Hebei Vocational College of Rail Transportation, Shijiazhuang 050000, Hebei, China

Correspondence should be addressed to Xiaobo Gu; 1921031135@siit.edu.cn

Received 15 January 2022; Revised 27 January 2022; Accepted 4 February 2022; Published 24 February 2022

Academic Editor: Muhammad Arif

Copyright © 2022 Xu Li et al. ,is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Aiming at the problem of low accuracy of two-dimensional gait recognition at present, a gait feature recognition method based on
multisource sensing information is proposed. ,e multisource sensing information is combined to collect the athlete’s gait
characteristics, collect the single frame gait image sequence of the human lower limbs during the movement, and extract the
human body’s three-dimensional feature data during human walking by using the body structure and multisource sensing
information, so as to realize the separation of the athlete’s gait image background. Finally, it is confirmed by experiments that the
recognition rate of athlete gait feature recognition method based on multisource sensing information is significantly improved.

1. Introduction

When athletes walk, everyone has different characteristics
from others, so it has become a research hotspot to deter-
mine a person’s identity according to these characteristics.
,e current research focus is to find and extract the dis-
tinguishable and changing feature information of the cor-
responding individual from the continuous walking
behavior image sequence for identity recognition [1].
However, collecting gait information from typical two-di-
mensional photographs has limits. ,e ability to extract
three-dimensional gait characteristics from multisource
sensing data has become a critical component of effective
identification. Gait recognition is a new biometric recog-
nition technique that is gaining traction. Its goal is to rec-
ognise people’s identities or identify physiological,
psychiatric, and psychological features based on their
walking pattern. It has a wide range of applications [2].
,erefore, it has aroused the strong interest of many re-
searchers at home and abroad and has become a frontier
direction in the field of biomedical information detection in
recent years. Gait recognition mainly focuses on the analysis
and processing of moving image sequences containing

people, which usually includes three stages: feature extrac-
tion, feature training, and classification. In view of this, this
paper proposes a gait recognition algorithm based on
multisource sensing information and makes an in-depth
study on the implementation of gait recognition method.

2. Gait FeatureRecognitionMethod forAthletes

2.1. Athlete Gait Feature Acquisition Based on Multisource
Sensing Information. To accomplish human gait classifica-
tion and recognition, first identify and track the targets in the
human motion video, segment the moving human body
appropriately, extract the gait characteristics of the moving
human body, and then compare the derived gait features
with the gait in the database [3]. Human body detection,
feature extraction, and acquisition are the three modules that
make up the gait recognition system. Figure 1 illustrates the
method of acquiring athlete gait features based on multi-
source sensor data.

During the investigation of human body feature data
sets, we also found some available network data. For ex-
ample, sports websites often contain athletes’ personal in-
formation, including athletes’ age, height, and weight. BMI
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values can be obtained from height and weight, but the
pictures provided are generally athletes’ ID photos, not
people’s whole body photo [4]. ,is necessitates the use of
certificate photographs to identify human traits. As a result,
this picture data from documents with BMI values may be
utilised. ,e human BMI value may be identified using the
supervised learning approach in deep learning once the
motion region has been discovered by motion detection [5].
After analyzing and describing the overall function of the
method, it can be obtained as shown in Figure 2.

Gait recognition adopts multisource sensing informa-
tion technology, which mainly analyzes and processes the
video containing human walking [6]. It usually includes
three stages: gait detection, gait feature extraction, and gait
classification and recognition, involving video/image pro-
cessing, target tracking, and pattern recognition.,e general
framework of gait recognition method is shown in Figure 3.

Everyone’s stride has its unique features due to variances
in bones, muscles, tissues, and organs, which are difficult to
modify in a short amount of time. When individuals are
moving, the swing angle of their legs may properly represent
the human body’s movement variations as well as individual
differences [7]. However, obtaining the motion character-
istics of the human body with precision is challenging. Gait
shows people’s habits in the process of walking from a
psychological standpoint. ,ighs, lower legs, feet, and
connecting joints make up the human body’s lower limbs.
,e hip, knee, and ankle joints are all moving parts. ,e
pelvis links the upper body to the thigh, while the knee joint
connects the thigh to the lower leg [8]. ,e lower limb joints
have three rotational degrees of freedom, according to ki-
nematics research. Each joint has just one rotational degree
of freedom throughout the walking process. ,e lower limb
marker point specifications are shown in Table 1.

In order to make the athlete gait feature contour seg-
mentation network more accurate in the output results and
more stable in multiscale athlete gait feature contour seg-
mentation, it is necessary to carry out relevant design in the
backbone network for feature extraction. At the same time,
in order to complete the instance segmentation task of
human contour [9], the human body detection frame and
athlete’s gait feature contour segmentation networks must
both be produced at the same time by the athlete’s gait
feature contour segmentation network. As a result, we must

consider both the function of human body detection and the
athlete’s gait feature contour segmentation while developing
and creating the network. ,e segmentation of athletes’ gait
feature contour and multisource sensing information are
mostly used to perform this function [10].

2.2. Gait Feature Recognition Algorithm for Athletes. Data is
an important element of information, but there is often
useless information such as noise in the original data. In
addition, the amplitude of the collected data varies greatly
between different samples and in different periods or di-
rections of the same sample, and the data dimension is also
different [11]. ,erefore, before data mining or feature
extraction from data, pre- (post-) processing such as data
cleaning (denoising, missing value processing), data con-
version (data standardization), and data specification (di-
mension specification, discretization, and data compression)
must be carried out. Gait image preprocessing is the first step
in the process of gait recognition, and its quality has a very
important impact on subsequent feature extraction and
recognition. It usually includes human gait motion back-
groundmodeling, moving target segmentation, binarization,
and morphological denoising. ,e normalized gait image is
described by polar coordinate system. Firstly, the following
features are extracted: left knee angle θ kwe; right knee angle
θ-kne; left ankle angle RANKL [12]. ,e right ankle angle
RANKL is because the angle and other features can reflect
the dynamic information of gait, and the dynamic features
are mainly concentrated in the lower body. In addition, we
also extract the angle of the line between the head and
shoulder θ NAK; the angle mentioned above is the angle
between the tilt direction of the joint and the vertical line of
the ground [13]. ,e angle can be estimated by formula
according to the joint coordinates obtained:

θ � R arctan Z +
x − a′

y − b′
, (1)

where x and y are the values of joint coordinates, and a′ and
b′ are the values of the previous joint coordinates, which are
the estimated angles. In addition, several contour features
with good discrimination are extracted from each frame:
contour area s, contour centroid ordinate R, maximum
contour width f, contour heightfpn,(N−1), and contour aspect
ratio Z. ,e values extracted from the same feature in
different frames can be expressed as time series [14]. Finally,
we get 10 gait time series, which can well represent the
features contained in gait video. Take any point (P) on the
cutting line. If the point is located in the human body area,
the cutting function value is 1; otherwise it is 0. With m
cutting lines and N points on each cutting line, the gait
spatial characteristic matrix is

fρ �

fp1 ,0 fp1 ,1 fp1 ,2 · · · fp1 ,(N−1)

fp2 ,0 fp2 ,1 fp2 ,2 · · · fp2 ,(N−1)

. . . · · · · · · · · · · · ·

fpn,0 fpn,1 fpn,2 · · · fpn,(N−1)

.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(2)

Gait video
acquisition

Gait image
sequence

acquisition

object detection

Gait feature
extraction

gait recognition

Gait Databases

Figure 1: Principle of athlete gait feature acquisition based on
multisource sensing information.
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,ere are variances in the gait sequences of each indi-
vidual. For identity detection, just gait spatial data are
employed, and the recognition accuracy is low. In the
process of detecting a target, the environment is equally
significant. Even though the targets are the same in various
settings, the target identification approach may need to be
drastically altered; otherwise, the implications might be
disastrous [15]. Although human vision techniques have a

high level of automation and intelligence, their target
identification methods are limited by criteria such as scene,
target kind, and application purpose [16]. ,is is especially
true in the case of machine vision. ,ere cannot be any such
thing as a universal technique. Figure 4 depicts the process
structure for detecting targets in still pictures.

,e frequency feature of gait is stable. ,e frequency
feature can be used to supplement the gait feature, and the

user

Human contour
segmentation

Constructionof
dataset

Design and
training of deep
neural network

model

Analysis result
filtering

Recognize
human features

according to
human contour

Building
unsupervised

datasets

Design and
training of area

noise
convolutional
selfe ncoder

cluster analysis

BMI value of
human body
based on face
recognition

Face detection Construction of
dataset

Design and
training of
supervised

learning model

Figure 2: Human feature recognition method use case.

Image
sequence

acquisition

Human gait
detection

Gait feature
extraction

Generate test
pattern

Image
sequence

acquisition

Human gait
detection

Gait feature
extraction

Pattern
library

establishment

Pattern
classifier

Generate
recognition

results

Figure 3: Athlete gait recognition framework.

Table 1: Marking point parameters.

Serial number Parameter code Parameter meaning
A A1 End of right metatarsal
B B1 Right heel
C C1 Lateral right ankle
D D1 Right tibial shaft
E E1 Lower right femur
F F1 Right femoral shaft
G G1 Anterior spinous process of right iliac bone
H H1 Anterior part of left metatarsal
I I1 Left heel
J J1 Lateral left ankle
K K1 Lower left tibia
L L1 Left tibial shaft
M M1 Anterior spinous process of left iliac bone
N N1 Sacrum

Security and Communication Networks 3
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frequency feature of gait image can be extracted by Fourier
transform.

V(ρ, k) � 
N−1

j�0
fρ θj  − 1. (3)

In the feature extraction step, holes and ghosting are easy
to occur. ,erefore, it is necessary to eliminate pseudo-
feature points E. For the initial motion foreground ex-
traction, the front and rear frame difference method U is
adopted, as shown in

λ � V(ρ, k) + Ei+1 − Ui


. (4)

Since there are many noise points in the initial fore-
ground, these noise points are easy to be regarded as feature
points. ,erefore, the pseudo-feature point elimination al-
gorithm is used for judgment [17]. ,e specific judgment
process is as follows: if you want to calculate the distance
from each connected domain to the image center, you need
to calculate the image centerline coordinates first.

R(a) � λ −


M
i�1 ai

M
, (5)

R(b) �


M
i�1 bi

M
. (6)

In the formula, ai, bi, respectively, represent the central
coordinates of the connected area, and R(a), R(b) are the
center coordinates of the horizontal axis and the vertical
axis, respectively. ,e windowing method is used to process
the processed human behavior signal. ,e sensor signal is

taken from a rectangular window that covers half of the
window factory. Following the proper window factory, a
feature vector representing human behavior is formed by
extracting a range of characteristics from a single window
factory signal [18]. ,e background subtraction method is
based on the dynamic background model; that is, the pa-
rameters of the background model are obtained through a
series of image training, the image to be processed is input
into the established background model for comparison to
detect the moving target, and the model parameters can be
updated dynamically according to the changes of the scene.
Its flowchart is shown in Figure 5.

,e standard deviation is one of the statistical features,
which effectively reflects the dispersion degree of sensor
data. When people are in the static behavior state, the ac-
celeration data is basically unchanged, and the standard
value is 0, while the acceleration data changes constantly
during people’s movement, and the standard value is greater
than 0. ,e specific calculation formula is

D �

��������������������

1
λ



S

i�1
Ai +(R(a) − R(b))

2




. (7)

If S indicates the number of samples, A represents the
average value of the sample. According to the formula, the
static and dynamic behavior of human body can be dis-
tinguished. Skewness can measure the skew direction of
acceleration sensor data distribution, analyze the schematic
diagram of gravity direction, and identify human behavior
according to X-axis skewness. ,e specific calculation for-
mula is as follows:

P �


s
i�1 (D − A)

3

(S − 1)(S − 2)
. (8)

According to the formula skewness, human jumping and
squatting can be effectively distinguished. Kurtosis change
curve can directly reflect the change degree of all signals at
the peak of data curve, which is an important statistical
feature. ,e specific calculation formula is as follows:

Q �


s
i�1 Ai − A( 

4
ni

Sa
4 . (9)

In the formula, ni represents the sample interval. ,e
formula can effectively distinguish human running from
action. ,e correlation coefficient can measure the degree of
linear correlation between variables. ,e specific calculation
formula is as follows:

WAB �


s
i�1 Z − Qi��������������������������


s
i�1 Ai − A( 

2
������������


s
i�1 Bi − B( 

2
 ,

(10)

where A and B represent the correlation coefficient variable.
According to the formula and combined with the correlation
coefficient in the two directions of gravity Z, the human body
can effectively distinguish between going upstairs and
walking.

Input the image to be
detected

Pretreatment

Key point detection and
segmentation

Feature extraction and
Vectorization

Similarity calculation and
judgment

detection result

Known target feature library

Figure 4: Still image object detection framework.
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2.3. Realization of Gait Feature Recognition. After the target
is successfully detected, in order for further processing, the
target should be formally represented; that is, the target
attributes should be represented and described through
relevant data structures and corresponding algorithms.
From the perspective of expressing and describing the target,
any attribute of the target, whether it is special or not,
belongs to the category of target characteristics, is an ob-
jective part of target characteristics, is the reason why the
target is different from other targets, and is also the content
of target description and expression [19]. Static properties,
such as shape, colour, and hierarchy, are separated from
dynamic attributes, such as motion speed, motion direction,
and motion mode. ,e extraction and representation
techniques for distinct target attribute characteristics are
also diverse. Perceptual layer properties such as form,
contour, colour, texture, and so on are static qualities of
targets [20]. ,e target’s representation technology is clas-
sified into three categories depending on the target’s static
attribute characteristics: boundary based representation,
region based representation, and transformation based
representation. ,e closed contour of the target is used to
depict the target’s boundaries. Figure 6 depicts the technical
classification based on multisource sensing data, which
includes boundary point aggregate representation, param-
eter multisource sensing data, and curve approximation
data.

,e target entering the video is detected and tracked, and
the moving human body is segmented.,en the gait features
are extracted from the moving human body by using
multisource sensing information and image processing al-
gorithms. Finally, the classifier 2 is compared with the
trained and stored gait pattern library to complete the gait
classification and generate the recognition results. Among
them, gait feature extraction, gait training, and recognition
algorithm are the main technical links of gait method design,
and they are also the key research contents in the field of gait
recognition. ,e architecture of athlete gait feature contour
segmentation module is shown in Figure 7.

,e basic purpose of the athlete gait feature contour
segmentation module, as shown in the image, is to input a
picture of a human body and output the subject’s human

body contour. It is important to note that this module will
employ example segmentation to segment the human
contour while creating and constructingmultisource sensing
information for athletes’ gait feature contour segmentation.
As a result, multisource sensing information must be
designed and built on instance segmentation. It is important
to design and develop backbone multisource sensing in-
formation, take the backbone network as an overall unit,
extract the features in the image, and offer the features to the
following network throughout the particular design and
building process. Gait recognition, like motion recognition,
is dependent on multisource sensory information. Illumi-
nation, backdrop shift, and time span may all have an
impact. ,e gait database is built using the database creation
approach. ,e camera angle and distance, as well as the
degree of occlusion of the individuals’ clothes, shoes,
walking pace, carrying things, and road conditions, all have
an impact on the gait video or picture. ,ese considerations
should be included into the database creation process. It will
take a long time to compile the gait database, which will
include all scenarios and combinations of all circumstances.
It is difficult for the subjects to work closely together for such
a lengthy period of time. Furthermore, algorithm research
often requires the decomposition of a large issue into

Input video

Pretreatment

background
subtraction

Motion
foreground
detection

Filter
processing

Sports
prospect

Update
feedback

Background
architecture

Figure 5: Flowchart of the gait feature background difference method.

Boundary
representation

Parameter
boundary

Boundary
point set

Curve
approximation

Boundary
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Boundary
marker

Chaincode
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Figure 6: Motion gait feature segmentation based on multisource
sensing information.
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numerous smaller problems, and the original data set
contains complex problems, posing additional hurdles to
algorithm research. ,e vision-based gait recognition
technique is consistent. Gait picture sequence acquisition,
image preprocessing, feature extraction, categorization, and
recognition are common recognition approaches. ,e whole
procedure is shown in Figure 8.

Gait recognition first needs to extract the moving human
body image in the video and divide the video into frames to
get the image of each frame.,e video image can be acquired
through the camera, and the scene is generally selected in the
laboratory or where the scene setting is relatively simple.
Image preprocessing is the process of detecting and pro-
cessing gait images. In the actual operation process, there are
some difficulties in the detection process due to the influence
of illumination, shadow, and colour deviation. Common
detection methods include background subtraction, frame
difference, and optical flow. Each algorithm uses different
occasions and has different characteristics. When the scene
changes, the corresponding algorithm should also be ad-
justed with the scene changes.

3. Analysis of Experimental Results

In order to verify the effectiveness of the gait features
extracted by this algorithm in gait identification, CASIA gait
database is selected as the simulation data. CASIA gait
database has three data sets: dataseta (small-scale database),
datasetb (multiview database), and datasetc (infrared da-
tabase). ,is paper uses dataseta as the recognition object.
Dataseta contains the data of 20 people. Each person has 12
image sequences, 3 motion directions (0 degrees, 45 degrees,
and 90 degrees with the image plane, respectively), and 4
image sequences in each direction. ,e length of each

sequence varies with the walking speed, and the number of
frames in each sequence is between 37 and 127. ,e entire
database contains 13139 images. ,e feature extraction part
uses Python 3.5 based on opencv 3.4. Mrpsf implementation
uses Java 1.8. Ubuntu 6, Cuda 7.04, and cudnn 9.2 are used to
accelerate the training of multisource sensing information. In
hardware, the Intel quad core i76700 processor is used to
carry out the experimental work of our proposed algorithm.
In addition, we use a computer equipped with Intel quad core
i6700 processor and NVIDIA gtx750tigpu (2gv RAM) to train
multisource sensing information for comparison. According
to the process of gait recognition technology, the gait se-
quence diagram of the data set is extracted periodically, the
skeleton is extracted by the improved ZS thinning algorithm,
the joint points are located by the method based on multi-
source sensing information, the joint angle is calculated as the
feature vector, the training set is input into SVM for feature
training, and the test set is classified and recognised. Any
biometric recognitionmethod requires the feature to be stable
and unique. Table 2 lists the repeatability verification results of
some time-domain gait features in itcshgait gait database.,e
repeatability verification method adopts the intragroup cor-
relation coefficient ICC method, which is the verification
result without weighted standardization of the original GRF
data.

Figure 9 shows the changes of joint angles of left and
right thighs and lower legs during movement. ,e changes
of angle characteristics in two states are recorded and dis-
played, which have high consistency.

Gait recognition is carried out based on the above data,
and the gait recognition results of all samples by this method
are recorded, as shown in Table 3.

It can be seen from the table that, under different states,
the recognition rate of normal walking state of this method is

Open source
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Data set for human
contour

segmentation

Design and build
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segmentation depth
neural network

Human contour
segmentation depth

neural network

Segment
ation
result

filtering

Body
contour

of subject

picture

Design and training of deep neural network
Construction of dataset

Human
contou

r
segme
ntation
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Figure 7: Architecture of athlete gait feature contour segmentation module.
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Table 2: Repeatability verification results of some time-domain gait features.

Characteristic parameter
Constant speed Fast Slow Mixing speed

ICC F-value ICC F-value ICC F-value ICC F-value
Q1 0.998 267.265 0.993 137.859 0.995 175.652 0.988 261.652
Q2 0.997 435.658 0.989 79.985 0.998 289.652 0.991 312.785
Q3 0.989 443.652 0.985 45.658 0.997 352.652 0.998 337.65
Q4 0.975 62.528 0.968 35.652 0.985 62.89 0.865 25.658
Q5 0.967 45.652 0.958 28.652 0.968 28.658 0.895 35.652
Q6 0.966 45.658 0.952 28.652 0.987 43.652 0.765 14.652
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Figure 9: Change of joint angle during lower limb swing during movement.

Table 3: Gait recognition results under different motion states.

Walking state
Normal walking Running Jumping

Paper
method Traditional method Paper method Traditional method Paper

method Traditional method

Correctly identify sequence 21/22 14/22 19/22 11/22 20/22 22/22
Recognition rate 96% 80% 82% 67% 91% 66%

Gait sequence

Pretreatment

feature extraction

Classification and
identification

database

Identification
results

Figure 8: Athlete gait recognition process.

Table 4: Comparison results of data mining time consumption.

Data collection volume Traditional system (s) Association rule based system (s)
2500 8.35 2.35
5500 125.65 15.65
8000 332.65 28.32
10500 826.52 66.79
12500 1281.99 79.95
18000 2018.98 92.05

Security and Communication Networks 7
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than 80%. It can effectively recognise the jumping gait,
which shows that the gait recognitionmethod in this paper is
significantly improved compared with the traditional
method, and the comprehensive recognition rate of gait
under different walking states reaches 88.33%. ,e training
biochemical index data of 50 students were grouped and
divided into 5 groups. Experiments were carried out in the
traditional data mining method and the data mining method
based on multisource sensing information, and the time
spent in data mining was recorded. ,e results are shown in
Table 4.

It can be seen from the table that the traditional data
mining methods take a long time. In the program design of
the recognition module, we take the test pattern feature data,
the initialization of RBF multisource sensing information
weights, and the display of recognition results as the serial
part and the calculation of residuals as the parallel part. In
the environment of LabVIEW 2010, the recognition error is
calculated for 1 to 20 groups of patterns. When the number
of modes taken is different, the required calculation time is
shown in Table 5.

In order to verify the time spent in the automatic de-
tection of this method, the kick direction in motion is taken
as the detection standard, mainly including positive kick,
bending kick, side kick, back kick, jumping kick, and
running kick. Compare the time spent by the traditional
method with the time spent by the gait feature recognition
method based on multisensor information, and the results
are shown in Table 6.

It can be seen from the table that the time spent in using
the traditional automatic detection method to detect the
positive kick direction is longer than that of the designed gait
feature recognition method based on multisensor infor-
mation, while the time spent in detecting other kick di-
rections is longer, which is far slower than the recognition
speed of the design method in this paper.

4. Conclusion

Most gait identification algorithms are currently based on a
single spatial or frequency characteristic. ,e combination
of gait space and frequency features is suggested in this
research as a gait recognition method. Gait recognition has
become a research hotspot for multisource sensing infor-
mation, attracting an increasing number of researchers’
interest. ,e use of biological traits for distant identification
is known as gait recognition. It may be used in a variety of
sectors, including intelligent surveillance, motion analysis,

biological authentication, criminal investigation, and virtual
reality. Model-based gait recognition algorithms and non-
model-based gait recognition algorithms are the two types of
human gait recognition algorithms currently available.
However, several current approaches still have a number of
flaws in terms of practical functioning. Not only does the
algorithm’s accuracy need to be improved, but some of the
calculations are also rather complicated. ,e simulation
results show that the algorithm in this paper not only
overcomes the problem of low single feature recognition
rate, but also improves the robustness of gait recognition
algorithm. It is an effective and highly accurate gait rec-
ognition method.
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