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Like edge computing, intelligent cameras and image sensors are widely used in the Industrial Internet of Things (IIOT), including design and finished product quality inspection. However, the images generated by these sensors are constantly at risk of information leakage and privacy violations in the IIOT. Due to the involvement of third parties, traditional encryption algorithms are no longer adapted to image encryption for IIOT. In the context of the IIOT, an image encryption technology based on hyperchaotic systems and dynamic DNA coding is proposed. First, the image pixel position is scrambled by the hyperchaotic mapping index sequence, so that the image pixel matrix is dynamically DNA coded, and the base operation is performed on the given DNA sequence. Then, Keccak is used to calculate the hash value of the given DNA sequence as the initial value of the chaotic system and a certain number of base substitutions are performed on the DNA encoded pixel value according to the quaternary hyperchaotic sequence generated by the hyperchaotic system. Finally, ciphertext feedback and chaotic system iteration are used to further enhance the confusion and diffusion characteristics of the algorithm. The test results show that the algorithm not only has a large key space, strong sensitivity to keys, but also has strong resistance to exhaustive analysis attacks.

1. Introduction

As one of the most promising industries in the world today, the Internet of Things (IOT) is strongly driving the digital transformation and upgrading of traditional industries, enabling human society to enter the era of the Internet of everything [1–6]. The IOT collects, perceives, and analyzes the corresponding data from the surrounding environment through connected nodes and makes specific responses. Edge computing is widely used in IIOT to make up for the deficiencies of cloud computing [7–9]. Wireless multimedia sensor networks (WMSNs) is one of the IOT auxiliary devices, which consists of vision sensors. The WMSNs supervises the surrounding environment by continuously capturing images of the surrounding environment by visual sensors. However, the large amount of visual data obtained has significant redundancy [10]. Researchers of surveillance networks generally agree that multimedia surveillance networks should have visual data collection and record sensitive data for future use, such as anomalous event detection, case management, data analysis, and video abstraction. Due to energy and bandwidth constraints, it is impractical to send unprocessed video data over communication lines. In addition, extracting sensitive data from the large amount of surveillance data is difficult and time-consuming [11]. Therefore, it is necessary to exploit the processing and transmission capabilities of smart vision sensors to autonomously collect important visual data. This facilitates the intelligent selection of the appropriate picture from the multiview surveillance data captured by the connected IOT infrastructure of multiple sensors. It can process the collected data in real time, in order to send relevant data to a central memory. In addition, it enables surveillance experts to grasp the relevance of the original lengthy sequence by simply analyzing representative frames. However, when visualization data from WMSNs are sent wirelessly to a vision processing center (VPH) or a base station (BS), the communication is vulnerable to several security issues.
Therefore, some security mechanisms need to be designed to transmit the visual data safely to the BS because any slight change in the transmitted data can affect the decision of visual data analyst at the base station. In addition, it is comparatively difficult to transmit multimedia data in WMSNs using dedicated lines due to congestion in the bandwidth allocation mechanism.

Chaotic mappings have been widely used in the design of encryption schemes due to their unpredictability, ergodicity, and sensitivity to parameters and initial values [12]. It is generally more common to use chaotic mappings for the generation of pseudorandom number sequences, but studies have shown that the dynamical properties of chaotic mappings degrade to some extent. When calculating chaotic mapping values, the limitation of accuracy makes the chaotic mapping exist with finite and periodic orbits [13], which leads to degradation of all properties of the chaotic system and makes the chaos-based encryption scheme security flawed. Therefore, it is necessary to investigate the dynamical properties of chaotic mappings with finite accuracy. The structure and properties of several chaotic mappings have been studied by some scholars. In 2016, Yoshioka and Kawano analyzed in detail the relationship between the period, initial value, and order of Chebyshev polynomials on the ring of integer power remainders of 2 [14]. In 2019, Li et al. derived a strong correlation between the nodes corresponding to one-dimensional chaotic mappings on the domain of fixed-point operators and proved the number of iterations required for the iteration value of the tent mapping to converge to zero [15].

Due to the large amount of image data and high redundancy, in order to better meet the requirements of image protection, some researchers combine DNA encoding rules and chaotic mapping theory to propose some new image encryption methods [16–19]. For example, Chai et al. [17, 18] established an image encryption algorithm based on chaos by making appropriate improvements. Encryption is realized by combining with DNA code, and it turns out that its encryption performance reaches a higher level and the efficiency is high. Only DNA coding rules are used in the algorithm, which is simple to operate and shows strong applicability. However, in practical applications, most of the DNA encoding rules selected are fixed, which makes the algorithm’s ability to resist exhaustive attacks very weak, so this is likely to cause security risks.

Therefore, this paper addresses these issues by employing an intelligent and efficient system that intelligently collects important data and gives appropriate decisions in real time through each sensor node, thus reducing bandwidth consumption and transmission costs. In addition, this paper proposes a security algorithm for secure transmission of sensitive visual data to the fusion center. We combine the hyperchaotic system, DNA calculation, and Keccak function to encrypt the image in chunks. The hash function Keccak processes is used to process the original image to obtain the initial value of the hyperchaotic system. Technically, the system encrypts the visual data using image encryption before transmitting the data, thus improving the security during communication in industrial WMSNs.

The approach and results show that the proposed encryption algorithm can encrypt different images securely and efficiently, making it more suitable for Industrial Internet of Things.

The rest of the paper is organized as follows: Section 2 shows the proposed system in detail. Section 3 shows encryption algorithm design. Section 4 presents the experimental results, and then the study concludes in Section 5.

2. Hyperchaotic System and Dynamic DNA Coding Algorithm

In the process of obfuscation and diffusion operation, the encryption algorithm in this article uses two kinds of chaotic sequences, DNA sequence library and pixel gray value conversion operation to achieve the purpose of encryption.

2.1. Improved Hyperchaotic Systems. Chaos is a complex phenomenon in nature. In 1963, Lorenz [20–25] used computer numerical experiments to discover the first chaotic attractor. This discovery is an important milestone in the study of chaos. Since then, the study of chaos has permeated almost all fields of natural science and social science. In 1979, Rössler discovered the first four-dimensional hyperchaotic system, i.e., the Rössler hyperchaotic system [21]. Compared with chaotic phenomena, hyperchaos expands in two or more directions and has at least two positive Lyapunov exponents. So the lowest dimension of hyperchaotic system is four, and there is at least one nonlinear term. This makes the hyperchaotic system present more complex dynamics, showing stronger randomness and unpredictability.

Zhang et al. [22] proposed a three-dimensional continuous autonomous chaotic system with the equation of state shown in the following equation:

\[\begin{align*}
\dot{x} &= ax + yz \\
\dot{y} &= -x + cy \\
\dot{z} &= dy^2 - bz.
\end{align*}\]

In equation (1), \(x, y,\) and \(z\) are system state variables and \(a, b, c,\) and \(d\) are system real parameters. When \(a = 20, b = 5, c = 10,\) and \(d = 7,\) the system can produce chaotic attractors, and the three Lyapunov exponents of the system are \(L_1 = 1.2371, L_2 = -0.0291,\) and \(L_3 = -16.4484.\) The structure of the system formed under such conditions is more complex than that of the low-dimensional system, which can produce chaotic sequences of certain combinatorial forms. It makes the design of sequences more flexible and can better meet the application requirements. Given the initial values in the specific application, the corresponding sequences \(x, y,\) and \(z\) can be determined. The three are arranged in ascending order to determine \(x', y',\) and \(z'.\) The set of replacement addresses, corresponding to \(X, Y,\) and \(Z,\) is obtained by performing a certain position comparison. The image pixel position matrix can be scrambled by this sequence in a specific application. The 3 index sequences are determined and some scrambling operations are performed by them.
Based on this system, a new four-dimensional hyperchaotic system is constructed by first modifying three equations, followed by introducing a fourth-dimensional state variable using the state feedback control method and the second equation used for the introduced variable. Its state equation is shown in the following equation:

\[
\begin{align*}
\dot{x} &= a(y - x) + bw \\
\dot{y} &= -cx + 2dyz \\
\dot{z} &= h - fy^2 - k\sin(z) \\
\dot{w} &= gx.
\end{align*}
\]

(2)

In equation (2), c and g are nonzero real numbers. x, y, z, and w are the state variables of the system. a, b, c, d, and r are the control parameters of the system. When (a, b, c, d, g, f, h, and k) is equal to (15, 3, 8, 8.27, 1, 3, and 2), respectively, the system behaves as hyperchaotic motion. The corresponding Lyapunov exponents are L1 = 0.6307, L2 = 0.2868, L3 = 0.0001, and L4 = −9.0857. One of the methods and criteria for determining chaos is the Lyapunov exponent.

If a positive Lyapunov exponent is obtained, the system is determined to be chaotic. If more than one positive Lyapunov exponent is obtained, the system is determined to be hyperchaotic.

When (a, b, c, d, g, f, h, and k) is equal to (15, 3, 8, 8.27, 1, 3, and 2), respectively, the system can generate topologically complex hyperchaotic attractors. The kinetic equations of equation (2) are calculated using the built-in Runge-Kutta function (ode45) in Matlab2020b and solved to obtain four one-dimensional chaotic sequences. Figures 1(a)–1(d) show the four chaotic attractor phase diagrams of x-y, x-z, h, y-z-h, and y-z-h for the last 40,000 data from each of the four sets of data obtained by using ode45 to calculate the hyperchaotic system in this paper.

From Figure 1, the system has the following characteristics: (a) The system has high dimensionality and can generate four different chaotic sequences. (b) The system structure is complex and the generated chaotic sequences have higher entropy values. (c) The four initial values of the system greatly affect the generated chaotic sequences, and all four initial values can be used as keys, which increase the key capacity and the difficulty of breaking the system.

2.2 Keccak Algorithm. Keccak [26, 27] is a standard one-way hash function algorithm. NIST’s evaluation of Keccak is that the algorithm has very good security and implementation. Especially, it is designed in a completely different way compared to SHA-2, avoiding many known attacks and providing some performance that SHA-2 does not have.

Keccak can generate hash values of any length, but to match the SHA-2 hash length, the SHA-3 standard specifies four output length versions: 224 bit, 256 bit, 384 bit, and 512 bit. In terms of the maximum length of the input data, SHA-3 is 264 – 1 bits, SHA-2 is 228 – 1 bits, and SHA-3 has no length limit. Keccak uses a sponge construction which is completely different from the SHA-1 and SHA-2 algorithms. In sponge construction, after the input data is filled, it goes through an absorbing phase and a squeezing phase to generate the output hash. The hash function can calculate a fixed-length hash value based on a message of any length. Attaching the hash value to the message or storing it together with the message can prevent the message from being modified during storage or transmission. Different messages have different hash values. As long as one bit changes in the message, the hash value will be completely different. Using this feature, by selecting the appropriate message, the hash value generated by the Keccak hash function is used to perform operations on the image to change the pixel value of the image. At the same time, the hash value is modified to set the initial value and system parameters of the chaotic system, so as to further improve the security of encryption. Keccak has no limit on the upper limit of the length of the input data and can generate any degree of hash value.

After the original image is converted with Keccak, a set of 512-bit hash values will be generated: 9ca44db566cfe1-f69a8c4991ffe891bf7d7fd8404490a26e93e9feab608b7e-d7a3933a757358c29441366976fab4bda2229b5e4d-f814322e0dc12c13f. The generated hash values are used as input information for the next hash function to generate new hash values. The cycle is generated eight times to obtain a total of 256 × 8 bit hash values. A DNA encoding rule is chosen to encode the obtained hash values, and every 8-bit group of hash value is encoded to convert the 256 × 8 bit hash values into a 16 × 16 DNA encoding matrix. For example, according to the first encoding rule: db → 11011011 → TGCT.

In this article, the hash value K is generated by the Keccak algorithm, and then the initial value of the chaotic system is generated. Dividing K by bytes, it can be expressed as \(k_1, k_2, k_3, \ldots, k_{64}\). The initial value of the hyperchaotic system is calculated by the following formulae:

\[
h_j = \frac{k_{j+1} \oplus k_{j+2} \oplus k_{j+3} + k_{j+4} + k_{j+5} + k_{j+6}}{256},
\]

(3)

\[
\begin{align*}
\dot{x}_0 &= 1 + ab(r\text{ound } d(h_1) - h_1), \\
\dot{y}_0 &= 1 + ab(r\text{ound } d(h_2) - h_2), \\
\dot{z}_0 &= 1 + ab(r\text{ound } d(h_3) - h_3), \\
\dot{w}_0 &= 1 + ab(r\text{ound } d(h_4) - h_4).
\end{align*}
\]

(4)

Among them, \(j = 6(i-1)\), where \(i = 1, 2, 3, \) and 4. The keys generated in this way have the advantages of good randomness, periodicity, and long key space properties. By combining the original image information with the key, the algorithm will effectively resist known plaintext and selected plaintext attacks.

2.3 Dynamic DNA Coding Technology. At present, the scale of nucleic acid databases has increased substantially, and the corresponding growth rate can be described by an exponential law. The corresponding data capacity is very large and can be regarded as a natural code book. DNA sequence [11] is mainly used for ciphertext diffusion and hash value generation. The DNA molecule consists of adenine (A), cytosine (C), guanine (G), and thymine (T). A specific analysis shows that a DNA molecule can be formed by
binding two single-stranded DNA molecules under the action of hydrogen bonds. The principle of complementary base pairing in this binding process is related to the base characteristics, and the corresponding pairing rules are expressed as hydrogen bond pairing of A and T and hydrogen bond pairing of G and C [11]. This combination of characteristics is similar to the binary formed by semiconductor pass-throughs. Thus, it is possible to store and process information on the basis of such combinations and meet certain requirements for computational analysis [25, 28].

2.3.1. Coding Rules. If we proceed according to the A $\mapsto$ 00, B $\mapsto$ 01, C $\mapsto$ 10, and T $\mapsto$ 11 rule, we match the complementary pairing A–T and C–G of the base pair. The relevant complementary pairing rules in this case are specified in Table 1.

The grayscale value of each pixel of the grayscale image is described by the corresponding 8-bit binary number. In the case of DNA encoding, a simple 4-base sequence is encoded and then converted into a DNA sequence, and the conversion rules for the DNA sequence are used in the image processing. In the encrypted image, the following base substitution rules are set to meet the interference requirements and to improve the confidentiality.

2.3.2. Base Substitution Rules. Setting a specific mapping function $L(x)$, the following relational rules are determined.

\[
x \neq L(x) \neq L(L(x)) \neq L(L(L(x)))
\]

\[
x = L(L(L(x))).
\]

Here, $x \in \{A, C, G, T\}$, there are six reasonable combinations of base substitutions according to this convention. The permutation process of the images can be scrambled by randomly selecting any of the permutation combinations in Table 2 according to the application requirements, based on which the encoding is performed.

2.3.3. Base Algebraic Operation Rules. A $\mapsto$ 00, C $\mapsto$ 01, G $\mapsto$ 10, and T $\mapsto$ 11 codes are set according to the complementary pairing rules. Exclusive OR, addition, and subtraction rules of the DNA are shown in Tables 3–5, respectively. For other codes, similar operation rules are determined on these basis.

In this article, Keccak algorithm is used to generate hash value $K$ for DNA sequence, and the length of $K$ is 512 bits. The gray value diffusion is used to process the image pixel gray value and DNA sequence by base operation. During this process, the phase diagram of the new four-dimensional hyperchaotic system is shown in Figure 1.

Figure 1: Phase diagram of the new four-dimensional hyperchaotic system. (a) $x$-$y$-$z$ chaos attractor phase diagram, (b) $x$-$y$-$h$ chaos attractor phase diagram, (c) $x$-$z$-$h$ chaos attractor phase diagram, and (d) $z$-$y$-$h$ chaos attractor phase diagram.

Table 1: Coding rules.

<table>
<thead>
<tr>
<th>Rule</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>G</td>
<td>G</td>
<td>T</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>01</td>
<td>C</td>
<td>G</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>T</td>
<td>C</td>
<td>G</td>
</tr>
<tr>
<td>10</td>
<td>G</td>
<td>C</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>G</td>
<td>C</td>
</tr>
<tr>
<td>11</td>
<td>T</td>
<td>T</td>
<td>G</td>
<td>C</td>
<td>G</td>
<td>C</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>

In this article, Keccak algorithm is used to generate hash value $K$ for DNA sequence, and the length of $K$ is 512 bits. The gray value diffusion is used to process the image pixel gray value and DNA sequence by base operation. During this
operation, the starting base position $R$ of the sequence must be set. The dynamic DNA coding technology is mainly based on the analysis of the position in the pixel matrix and the hash value $K$ in the coding process, and then the appropriate coding rules are determined.

The corresponding DNA coding rules are as follows:

$$R_{i,j} = Mo\ d((i - 1) \ast N + j; 8)\oplus Bin\ d\ c\ (k,k_{s+1},k_{s+2}).$$ \hspace{1cm} (6)

Among them, $i \in \{1,2,\ldots , M\}, j \in \{1,2,\ldots , N\}$, and $s = Mo\ d((i - 1) \ast N + j - 1,510) + 1$. $K,K_{s+1},K_{s+2}$ are composed of three binary bits of $s$ bit, $s + 1$ bit, and $s + 2$ bit, respectively, of the hash value $K$. Since each pixel value of the image can be represented by 8-bit binary, and each pixel corresponds to 4 bases, it can be determined that the length of the DNA $S$ after the encoding process is $4 \times M \times N$.

### 3. Encryption Algorithm Design

The algorithm in this article is divided into two parts. First, pixel position scrambling transformation is performed. In the operation process, a permutation index is constructed based on the Lorentz-chaotic sequence to scramble the image. Each pixel of the original image is converted into DNA sequence information, and ciphertext feedback processing is performed according to a certain sequence to achieve the purpose of replacement. The encryption flowchart is shown in Figure 2, and the details of the encryption process are as follows:

1. Step 1: input the gray image $I$ and determine the output size as two-dimensional matrix $I_1 = M \times N$.
2. Step 2: obtain the index sequence $X$ from formula (1) and scramble the matrix $I_1$ to obtain a new matrix $I_2$.
3. Step 3: use dynamic DNA coding to process $I_2$ and obtain a new DNA coding matrix $I_3$.
4. Step 4: download the DNA sequence of the gene bank, and intercept $4 \times M \times N$ base sequences from $R$ to form a matrix $I'$.
5. Step 5: XOR the base sequences corresponding to $I_3$ and $I'$ to obtain a matrix $I_4$ and scramble it with the index sequence $Y$ obtained by Lorenz mapping to obtain a new matrix $I_5$.
6. Step 6: use formula (2) to generate the DNA sequence $P$, and then determine the number of base substitutions according to the conversion rule. Select the corresponding rules from Table 2 to replace and form the corresponding code matrix $I_6$.
7. Step 7: after replacement, select a DNA encoding rule. Then, the binary code is formed by the replacement process, the gray value is formed by the conversion process, and the matrix $I_7$ is formed by the restoration process. The corresponding replacement expression is as follows:

$$\begin{align*}
x_i &= x_i, \quad P_i = 0, \\
x_i &= L(x_i), \quad P_i = 1, \\
x_i &= L(L(x_i)), \quad P_i = 2, \\
x_i &= L(L(L(x_i))), \quad P_i = 3.
\end{align*}$$ \hspace{1cm} (7)

8. Step 8: determine the index sequence $Z$ according to the Lorenz mapping equation (1), scramble the matrix $I_7$, obtain the encrypted matrix $I_8$, and output the corresponding ciphertext. The decryption algorithm only needs to reverse the above steps.

This algorithm also meets the applicability requirements for color image encryption. During the processing, RGB decomposition is simply performed, and then the same operation is performed.

### 4. Experimental Simulation Results and Analysis

The algorithm proposed in this article is used to simulate several different images. This algorithm can be used to encrypt images of any size. Figure 3 shows the encrypted and decrypted keyframe images from the visual data monitored in the industrial network. In Figure 3, the experimental results show that after using the encryption algorithm to encrypt the plaintext image, no information about the plaintext image can be obtained from the encrypted image. Thus, our proposed image encryption algorithm can
withstand statistical attacks, and the encryption algorithm has a better effect. Moreover, this algorithm is lossless, and the decrypted image is exactly the same as the original image.

4.1. Key Space and Sensitivity Analysis. The key space refers to the range of the key size used in the encryption and decryption process. The larger the value range of the key is, the larger the corresponding key space is. In theory, if the key space of the encryption system is greater than $2^{128}$, it is believed that the encryption system can effectively resist exhaustive attack. In the encryption algorithm of this paper, set $(x_0, y_0, z_0, x_1, y_1, z_1, w_1)$ as the key. The accuracy of the initial value of the hyperchaotic system of the algorithm in this article can reach $10^{96}$, which reaches a very high level with such a large space key. So, it can effectively resist exhaustive attack.

If a small change in the key causes the decrypted image to be completely unrelated to the original image, the key is said to be sensitive, and this property makes it possible to improve the resistance to cracking by increasing the key by a certain number of decimal places. Figure 4(d) shows the decrypted image under the wrong key obtained by changing (0), one of the keys used in encrypting the image, from 0.4985 used in encryption to just 0.498500000000001 in decryption. It means that the key sensitivity of this algorithm is extremely strong, and even if one of the keys is changed very slightly during decryption, the decryption result is completely different from the original image without any correlation, and the number of keys of this algorithm is very large, which can completely resist the attack by exhaustive keys.

4.2. Analysis of Information Entropy. Information entropy can be used to describe the uncertainty of objects. Its calculation formula is as follows:

$$
H(m) = - \sum_{k=0}^{2^N-1} p(m_j) \log_2 p(m_j).
$$

A specific analysis shows that for grayscale images, the total number of states of information $m$ is 256. When the information entropy is 8, the information is completely random. According to Table 6, the corresponding information entropy determined by encrypting the test images with the algorithm of this article are close to 8, and the information leakage of the image is very little. Therefore, the image encryption algorithm proposed in this paper generates secure encrypted images with randomness.
4.3. Analysis of Histogram. An image histogram shows the distribution of the pixel intensity values, and it provides some statistical information of the image. A secure image encryption system can make the encrypted image have a uniform histogram to resist any statistical attacks. As shown in Figure 5, we can see that the histograms of all three channels of the original image are undulating, while the histograms of all three channels of the ciphertext image are flatly distributed with pseudorandomness, which can hide the statistical properties of the original image, and thus can effectively resist large-scale histogram-based statistical attacks against the image.

4.4. Correlation Analysis. The closer the values between adjacent pixels of an image are, the higher the correlation between adjacent pixels is. The plaintext images have high information redundancy and high correlation of neighboring pixels. In general, the original image has high correlation close to 1. Therefore, image encryption should be
Figure 5: The histogram of the plain and encrypted images. (a.i) The R, G, and B histograms of the plain images, respectively. (b.i) The R, G, and B histograms of the encrypted images, respectively (from left to right, $i \in \{1, 2, 3\}$).

Figure 6: Correlation distribution of adjacent pixels in the plain and encrypted images in the red channel. (a.i) The horizontal, vertical, and diagonal directions of the plain images, respectively. (b.i) The horizontal, vertical, and diagonal directions of the encrypted images, respectively (from left to right, $i \in \{1, 2, 3\}$).
Figure 7: Correlation distribution of adjacent pixels in the plain and encrypted images in the green channel. (a.i) The horizontal, vertical, and diagonal directions of the plain images, respectively. (b.i) The horizontal, vertical, and diagonal directions of the encrypted images respectively (from left to right, $i \in \{1, 2, 3\}$).

Figure 8: Correlation distribution of adjacent pixels in the plain and encrypted images in the blue channel. (a.i) The horizontal, vertical, and diagonal directions of the plain images, respectively. (b.i) The horizontal, vertical, and diagonal directions of the encrypted images, respectively (from left to right, $i \in \{1, 2, 3\}$).
able to eliminate these correlations, and the ideal value of correlation for encrypted images should be 0 [29]. The mathematical expressions for the correlation calculation of adjacent pixels \( r_{xy} \) are shown as follows:

\[
  r_{xy} = \frac{\text{cov}(x, y)}{\sqrt{D(x)D(y)}},
\]

\[
  \text{cov}(x, y) = \frac{1}{N} \sum_{i=1}^{N} (x_i - E(x))(y_i - E(y)),
\]

\[
  E(x) = \frac{1}{N} \sum_{i=1}^{N} x_i,
\]

\[
  D(x) = \frac{1}{N} \sum_{i=1}^{N} (x_i - E(x))^2,
\]

where \( x \) and \( y \) are the data values at adjacent positions, \( N \) is the log 5000 of the taken pixel points, \( E(x) \) is the mean of the taken pixels, \( D(x) \) is the variance, \( \text{cov}(x, y) \) denotes the correlation function, and \( r_{xy} \) is the correlation coefficient. And the larger its absolute value, the stronger the correlation.

In order to resist statistical analysis attacks, it is necessary to break the strong correlation between pixels. We use a statistical test of the correlation of two adjacent pixels in an encrypted keyframe industrial image. We randomly select 5000 pixels in the keyframe. The correlation of the corresponding adjacent pixels in each channel of the RGB space of the color image are tested in the horizontal, vertical, and diagonal directions. Figures 6–8 give the visual results of the correlation distribution of two adjacent pixels in the horizontal, vertical, and diagonal directions of the keyframe image as well as the corresponding encrypted image frame image. The first row is the original image, while the second row is the encrypted image. It can be noticed that the correlations of the original image and the encrypted image are very different. The points in the plot of the correlation of the encrypted image have a good uniform probability distribution while those in the original image are concentrated on the diagonal line in the plot.

In this paper, correlations are calculated in three channels of industrial images along horizontal, vertical, and diagonal directions. Table 7 shows the correlation results of this experiment with different original images and their encrypted images. The statistical results show that the pixel correlation of the original image is very strong, while the correlation coefficient between adjacent pixels of the ciphertext image is close to zero. The algorithm in this article disrupts the correlation between pixels and resists statistical analysis attacks.

### Table 7: Relation of comparison of adjacent pixels.

<table>
<thead>
<tr>
<th>Component</th>
<th>Plain image</th>
<th>Cipher image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Horizontal</td>
<td>Vertical</td>
</tr>
<tr>
<td>Image 1</td>
<td>R 0.94851</td>
<td>0.94150</td>
</tr>
<tr>
<td></td>
<td>G 0.94928</td>
<td>0.94382</td>
</tr>
<tr>
<td></td>
<td>B 0.94954</td>
<td>0.94472</td>
</tr>
<tr>
<td>Image 2</td>
<td>R 0.95757</td>
<td>0.93824</td>
</tr>
<tr>
<td></td>
<td>G 0.95744</td>
<td>0.93797</td>
</tr>
<tr>
<td></td>
<td>B 0.95891</td>
<td>0.94027</td>
</tr>
<tr>
<td>Image 3</td>
<td>R 0.99273</td>
<td>0.99452</td>
</tr>
<tr>
<td></td>
<td>G 0.99219</td>
<td>0.99411</td>
</tr>
<tr>
<td></td>
<td>B 0.99377</td>
<td>0.99542</td>
</tr>
<tr>
<td>Image 4</td>
<td>R 0.98484</td>
<td>0.96936</td>
</tr>
<tr>
<td></td>
<td>G 0.97993</td>
<td>0.96087</td>
</tr>
<tr>
<td></td>
<td>B 0.9758</td>
<td>0.9494</td>
</tr>
<tr>
<td>Image 5</td>
<td>R 0.95749</td>
<td>0.92225</td>
</tr>
<tr>
<td></td>
<td>G 0.94522</td>
<td>0.91011</td>
</tr>
</tbody>
</table>
|           | B 0.94662   | 0.91398   | 0.88722   | −0.01810    | 0.00256   | −0.01048  

5. Conclusion

Video surveillance networks in industrial environments are growing rapidly due to the complementary role of the IOT, but at the same time, a large amount of redundant video data is being generated. This makes the transmission, analysis, and management of images difficult and challenging. This article proposes a four-dimensional hyperchaos and DNA genetics calculation to improve the image encryption method of the chaotic system. This method uses the hash value \( K \) generated by the Keccak algorithm as the initial value of the hyperchaotic system, so that the pseudorandom chaotic sequence generated by it can scramble the position of the pixel. Then, make the pixels change dynamically with the DNA code, so that the algorithm has better confusion and diffusion characteristics. Finally, a security analysis is carried out with simulation experiments, which further confirms that the image encryption algorithm proposed in this article is highly secure and can resist various types of attacks.
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