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Image encryption is one of the sensitive areas used recently to save information over the Internet and confirms the security on a
higher level. A new cryptosystem has been proposed for the encoding and decoding of images using sine map, chaotic tent map,
and circulant matrices. *e process involves three stages. *e sine map is used for the permutation phase. In the substitution
phase, the Hill cipher method together with prime circulant matrix are used and a chaotic tent map is used in the diffusion phase.
*e algorithm becomes impenetrable to resist differential- and statistical-type attacks.*e algorithm's key space is sufficient in size
to withstand brute-force attacks. *is symmetric image encryption algorithm indicates good results for correlation analysis, key
space analysis, entropy analysis, key sensitivity analysis, histogram analysis, number of pixel change rate (NPCR), unified average
changing intensity (UACI), and peak signal-to-noise ratio (PSNR). From all these simulation results, we come to know that the
constructed image encryption cryptosystem is systematic and vigorous, supplying better protection for image encryption.

1. Introduction

With the development in the technology of computer net-
works, over this network, plenty of secret information can be
transferred. Nowadays, the security of information is a more
important factor. With the security of textual data, there is a
need to secure the pictorial information also. For this purpose,
image encryption is a successful technique of protecting the
private images, while communication and a lot of methods
have been proposed [1, 2, 3]. Impartment of image information
is rapidly increasing [4], and cryptographers pay their attention
towards this aspect. Due to some fundamental characteristics
like a huge range of information and excessive correlation
between the image pixel values, image encryption is different
from text encryption. For image encryption, the traditional
encryption techniques such as AES [5], DES, IDEA, and RSA

are not acceptable because these ciphers need more compu-
tational time. Image encryption is of two types: one is analog
image encryption and the other is digital image encryption.
Analog images deal with two-dimensional signals, while digital
images work for the analysis andmanipulation of images.With
the development of chaotic cryptanalysis, many new algo-
rithms are proposed for the protection of image information till
now [6, 7].

*e features like compassion to subsequent conditions and
irregular behavior of chaotic maps have captured the attention
of cryptographers to generate modified image encryption
cryptosystems. *e image encryption process is classified into
two steps: the permutation and the diffusion process. Per-
mutation intermixes and interchanges the pixel positions to
eliminate the association of pixel values and secure the im-
portant information about the real image. *e permutation
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process is also called as the scrambling of the pixels. Its purpose
is to change the pixel positions to demolish the association
between the pixel values in the original image. Pixel values are
being replaced in the diffusion process. Pixel shows the image
that tells about the luminosity at a point. It plays a vital role in
our daily life [8, 9, 10]. Cryptographic schemes reorganize and
diffuse information by using encryption steps, whereas chaotic
maps use iteration methods.

Chaotic encryption schemes are defined on real numbers,
and they gave a better combination of security, speed, rea-
sonable computational power, and complexity. Due to the
sensitivity of initial conditions and complexity, chaotic system
becomes a pseudorandom generator for the image encryption.
Chaotic maps are used in color and grayscale images for en-
cryption. *e elementary design is also important for the
protection of image encryption against statistical and crypt-
analytic attacks [11]. Wu et al. [12] proposed a vigorous image
encryption technique using three kinds of distinct one-di-
mensional chaotic maps and DNA computing like logistic sine
map, logistic tent map, and sine tent map. *e computational
power is more, and the level of security increases when we
compare it with remaining image encryption techniques.
Mondal and Zhang. [13] presented an image encryption al-
gorithm depending upon the cellular automata and a chaotic-
skew tent map. *e skew tent map is utilized to find the in-
ceptive transmitter for the cellular automata.*e first picture is
transformed in the dispersion interaction by utilizing a pseudo-
irregular succession.

Hua and Zhou. [14] proposed a two-dimensional
modified logistic sine map to construct an image encryption
algorithm with a small distortion confusion and diffusion. A
random number is added in the neighboring pixel strength
of an original image in each ring to increase the amount of
protection. Fu et al. [15] presented an image encoding
technique with a better spatial bit-level transformation
scheme by utilizing a 3-dimensional cat map. *is process
has a capability of both confusion and diffusion. *e key-
stream is gotten by utilizing the capacity of the plain image
and mystery key by building the security of the picked
plaintext assault. Due to some intrinsic properties of images
like large data capacity and more association between the
image pixel values, color image encryption is quite different
from text encryption. Latterly, many chaos-based picture
encryption systems were generated, which were based on a
discrete chaotic system [16]. Liu [17] proposed a new color
image encryption technique in which he gives a new idea of
bit-level pixel permutation. He told that this method not
only converts the pixel positions but also changes its values.

In another study, Tang et al. [18] break the primary picture
into overlapping chunks, organize an arbitrary shuffling of
blocks, and utilize a chaotic map and Arnold transform to
compute a block-wise strong encryption matrix. In Ref. [19],
Hayat and Azam generated an effective image encoding al-
gorithm utilizing dynamic S-box and pseudo-arbitrary num-
bers over elliptic bend. *e algorithm is resistant in the
opposition to chosen plaintext attack and known plaintext
attacks. Another study, constructed by Abd-el-Ltif and Niu
[20], is a hybrid image encryption by utilizing a chaotic
framework and cyclic elliptic bend. *e new technique has a

better level of protection. Liu [21] in 2012 presented a fin-
germark image encryption technique by utilizing two chaotic
logistic maps. In this scheme, key space opposes compre-
hensive assault. It gives great security. Liu presented a new
scheme [22] on image encryption using DNA complementary
rule and chaotic maps. He used DNA coding to encode the
pixel values of the gray image into four nucleotides. After this
encoding process, he used the DNA complementary rules for
the transformation of each nucleotide. Wang et al. [23] pro-
posed a cryptosystem on a novel triple-image encryption and
hiding algorithm based on chaos, compressive sensing and 3D
DCT.*ey have presented that this cryptosystem perceives the
content’s double protection and the vision of the image, and
also it has the capability of encrypting three gray images at a
time. By keeping the literature study in mind, we have pro-
posed a new cryptosystem for security purpose.

A modified image encryption cryptosystem is presented in
the existing paper to connect a sinemap and a chaotic tentmap
with a Hill cipher to enhance the protection level and to
generate a modified algorithm. *is chaotic image encryption
scheme is very fast and efficient in terms of security and
complexity. *e introduction of the sine map enhances the
time of iteration of a chaotic system. Due to an increase in the
time of iteration, the security of the image increases [24]. *e
main goal of this work is to make advanced venture in the
regime of image encryption using chaotic maps. More pre-
cisely, this proposal deals with developing and analyzing a
novel image encryption that comprises three phases: pixel
permutation process, substitution process, and pixel diffusion
process. *e permutation sequence for the first phase is
generated by the sine map, and the pixels of the plain image are
then permuted according to the permutation sequence. Instead
of using S-boxes for the substitution phase, the substitution of
pixels in the permuted image is determined by Hill cipher and
prime circulant matrix. At the end, the diffusion process is
completed by the chaotic tent map to ensure the secrecy of the
entire image encryption technique.*e key generated by using
the prime circulant matrix in the second phase is self-invertible
so that it can also make decryption efficient. *e combined use
of the prime circulant [25, 26, 27] matrix with Hill cipher
enhances the security. *is new technique uses sine map, Hill
cipher in substitution phase, and bitwise XOR.*e use of a self-
invertible key matrix protects the algorithm from many
problems. *e new technique will be carried out and tried on
both grayscale and shading pictures. Some security measures,
like PSNR, entropy, UACI, NPCR, and correlation factors, are
utilized to assess the achievement of this new technique. *is
network of chaotic systems has caught the attention of many
people because of its unique features such as pseudo-ran-
domness, sensitive initial condition, and the control parameters
used in this system.

*e remaining article is arranged as follows: *e pre-
liminaries on a sine map, circulant matrices, and chaotic tent
map are given in Section 2. In Sections 3 and 4, the con-
structed encoded and decoded cryptosystems, respectively,
are presented. Section 5 deals with the implementation of the
proposed algorithms. *e results and discussions of perfor-
mance and comparison with some other schemes are pro-
vided in Section 6. *e whole work is concluded in Section 7.

2 Security and Communication Networks



2. Preliminaries

2.1. Sine Map. Sine map is defined as follows [14]:

hn+1 � f hn, β(  � βsin πhn( . (1)

It has various effective characteristics such as Lyapunov
type, arbitrary conduct, and uniform thickness work. *at is
why a sine map is considered a suitable candidate for using
in cryptography. *e sine map (1) bifurcation is shown in
Figure 1.

2.2. Prime CirculantMatrices. A circulant matrix is a square
matrix where each column vector is moved from one
component to the relative right to the previous line vector.
An n × n circulant matrix is a prime circulant if the GCD of
the circulant vector is 1; that is, all the elements of the
circulant vector are generally prime. For example, the 4 × 4
circulant matrix with circulant vector (3, 8, 5, 7) is prime
circulant if the gcd(3, 8, 5, 7) � 1.

2.3. Chaotic Tent Map. *e third cycle is carried out by
consolidating a chaotic tent map [19] and XOR activity that
adjust the pixel esteem.

Consequently, the pixel values of the scrambled image
amazingly change due to even minor a little bit of adjust-
ment in the first image. To accomplish this objective, an
irregular arrangement is created by a chaotic tent map
defined as follows:

Zn+1 � G Zn, μ(  �

μ
2

× Zn ifZn ≤ 0.5,

μ
2

× 1 − Zn(  ifZn ≥ 0.5,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

where the range of the system parameter µ is [0, 4]. *e
bifurcation analysis of chaotic tent property is given in
Figure 2. Its chaotic range is µ ∈ [2, 4].

3. Image Encryption Technique

In this section, we give the application of sine map (1) and
CTM (2) to develop a symmetric encryption technique. *e
proposed technique uses the sine map to generate a sequence
for permutation. For the substitution process, prime cir-
culant matrices are used. At long last, a bit XOR is executed
to get the scrambled image by utilizing CTM (2).

3.1. Choice of Control Parameters and Key Generation.
For the encryption of an image containing m × n pixels, the
choice of three secret keys and associated control parameters
are as follows:

*e first secret key for the permutation phase is
K � (h0, β), where h0 is an inceptive value of the arrange-
ment generated by the sine map and the control parameter
β ∈ (0, 1] is used. For the substitution process, the second
key K′ � (a, a1, a2, a3) is obtained by selecting four arbitrary

integers a, a1, a2, a3 ∈ [0, 255], where a1, a2, a3 are utilized
to generate a prime circulant matrix.

*e CTM (2) is iterated mn times using third key K″ �

(z0, μ) with initial value z0 and the control parameter μ. For
testing purpose, the values of keys are set as K � (0.99, 0.79),
K′ � (123, 6, 24, 11), and K″ � (0.66, 3.78). *e overview of
presented technique is displayed in Figure 3.

3.2. Permutation Technique. In this technique, the sine map
is used to transform the original image’s pixel location. To
obtain a chaotic sequence, iterate the sine map, and then,
arrange the terms of the sequence in an escalating pattern.
Find out the transformation sequence by relating the po-
sitions of the chaotic and organized sequences. We use this
permutation sequence for permuting the pixels of the
original picture. *e permutation of pixels is given in Al-
gorithm 1.

*e substitution is performed on the permuted image
using the second secret key K′. A prime circulant matrix is

0
-4

-3

-2

-1

0

1

2

3

4

0.5 1 1.5 2
β

2.5 3 3.5 4

Figure 1: Bifurcation of the sine map.
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Figure 2: Bifurcation diagram of chaotic tent map.
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obtained by means of components a1, a2, a3 of K′. *e
substitution technique is expressed as Algorithm 2.

3.3. Diffusion Technique. To create diffusion, the third key
K″ is utilized. With the assistance of K″ and CTM (2), a

unique succession is created and afterward change into
number arrangement. *e output of the substitution algo-
rithm is then bitwise XORed with this integer sequence to
form the cipher image. *e technique is defined in the
following algorithm:

Obtain a transformed arrangement
the by comparing categorized

and chaotic sequence

Hidden key k1 Recapitulate the sine map to
obtain an arrangement H

Categorize the sequence

Change picture in uni-dimensional
array Y

Generate a matrix using a circulant matrix
as a key matrix

Use the Hill Cipher for substitution

Recapitulate the chaotic-tent map to
obtain an arrangement X

Change an arbitrary arrangement of original
values into 8-bit integers

Change 1-dimensional scattered picture
arrangement in the form of a matrix C

Redesign the columns into 1-dimensional
arrangement

Split L into block (columns) size 6×1

Transform 1Dimensional picture arrangement Y just as the
transformed arrangement

Execute bit-wise XOR of integer and
scattered image arrangement and

preceding pixel values

Input real picture

Output cipher picture

Hidden key k2

Hidden key k3

Figure 3: Flowchart of the proposed image encryption algorithm.

Input: *e primary color image I to be encrypted, private key K � (β, h0), Sine Map defined as in (1).
Output: An array L of pixels with confused positions.

(1) *e digital matrix I containing m number of rows and n number of columns corresponding to the original color picture is
converted to a 1D array Y � y1, y2, . . . , ymn }.

(2) By iterating Sine Map (1) with the key K and make a sequence H � hi 
mn

i��1.
(3) Produce the sequence H � hi 

mn

i�1 by organizing the sequence H in escalating pattern.
(4) Obtain the permutation vector Perm � ji 

mn

i��1 by noting down the position of terms of H in H.
(5) Proceed with Perm to permute the entries of array Y to get L.

ALGORITHM 1: (Permutation algorithm).
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Ei � A × Li(mod256), (3)

E � E1 
mn/6
i�1 . (4)

4. Decoding Technique

*e decoding technique is the reverse procedure of the
encoding technique. Using the secret keys K, K′, K″, the
decoding of the scrambled picture is as per the converse
activities of the encryption. *e decryption technique is
elaborated as in the following algorithm:

5. Implementation of Proposed Techniques

In our investigations, images are tested using MATLAB
2018a. Two test images, the Lena colored picture with 256 ×

256 pixels and onion colored picture with 198 × 135 pixels,

are chosen for the execution of our constructed techniques.
For the comparison of results, a Lena image is chosen
encrypted with different schemes. *e aftereffects of the
Lena picture utilizing the proposed methods is exhibited by
Figure 4.

6. Performance Analysis

To assess the reliability of the recommended encryption
cryptosystem, a series of statistical analyses on the con-
structed techniques are commenced. *e detailed results are
given in this section.

6.1. Histogram Analysis. In Figure 5 the encrypted image’s
histogram of red, green, and blue parts is displayed. *e
histograms of encrypted images are mostly consistent, as
seen in Figure 5. In an original image, there are no data given
concerning the conveyance of pixels.

Input: An arrangement L, K′ � (a, a1, a2, a3), where a, a1, a2, a3 ∈ [0, 255] are any four random integer such that gcd(a, 256) � 1
and gcd(a1, a2, a3) � 1.
Output: An array E.

(1) Generate a matrix A11(mod256) of order 3 × 3 as

A11 �

a1 a2 a3
a3 a1 a2
a2 a3 a1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

(2) Compute
A12 � a(I − A11)mod256,

A21 � a
− 1

(I + A11)mod256,

A22 � −A11mod256,

where I represents a 3 × 3 unitary matrix.

(3) Create a 6 × 6 self-invertible matrix A as

A �
A11 A12
A21 A22

 

(4) Hill cipher is implemented using the following formula:
(5) Combine all the Ei

′s to make a 1D array E

(6) Transform one-dimensional array L into block vectors Li of order 6 × 1, where i � 1, 2, . . . , mn/6:

ALGORITHM 2: (Substitution technique).

Input: An arrangement E, secret key K″ � (z0, μ), CTM (2).
Output: Encoded picture C′.

(1) Make a sequence Z � zi 
mn

i�1 by using key K″ and CTM (2).
(2) *e integer succession is obtained by changing the sequence Z with the assistance of the accompanying formula (3):

F � floor(mod(Zi × 1014, 256)).
(3) Perform bitwise XOR of every component of E with the corresponding component of F and foregoing ciphered elements as

follows:
Qi � Fi⊕Ei⊕Qi−1, i � 1, 2, . . . , mn.

(4) Transform an array Q in a matrix C′ of size mn.
(5) Obtain the encrypted image corresponding the matrix C′.

ALGORITHM 3: (Diffusion algorithm).
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*e chi-square (χ2) test [28] is used to assess the uni-
formity of histogram. Table 1 shows the result of χ2 test for
different encrypted images. It is evident from these results
that the proposed algorithm accepts the null hypothesis with
the p-values greater than 0.05 (5% significance) for the
encrypted images that proves the uniformity of histogram.
*erefore, the redundancy of original images is completely
hidden confirming the resistance against the statistical
attack.

6.2. Statistical Randomness Analysis. *e permutation and
distribution may be examined to utilize the correlation
analysis between neighboring pixels in the first image and
thematching encrypted picture.*e worth of the connection
is determined by using the following equation :

Cr �
n 

n
i�1 xiyi − 

n
i�1 xi 

n
i�1 yi( 

n 
n
i�1 xi( 

2
− 

n
i�1 xi( 

2
n 

n
i�1 yi( 

2
− 

n
i�1 yi( 

2
   

, (5)

where xi and yi are the two adjacent pixel values and n

denotes the all pixel values achieved for computing their
relationship. *e maximum interrelationship coefficient

value “1” tells about the more correlation values between the
nearest pixels. So our modified algorithm should encode the
image with relationship coefficients, which are small fur-
thermore, near 0, and subsequently, the hacker cannot find
out any informational data. Figure 6 represents the inter-
relationship components of original image’s pixel entries in
RGB components. Figure 7 represents the correlation entries
of the ciphered image’s pixel entries in RGB color bands.
Table 2 shows the relationship esteems in the level, vertical,
and corner to corner guidelines for the genuine and encoded
result. *e worth of correlation coefficient formula (5) is
close to 0 for the encrypted image that shows the continuous
pixel values in the encrypted image are almost un-correlated.

6.3. Entropy Analysis

6.3.1. Global Entropy. *e most important qualitative need
for image arbitration is information entropy [29]. To
quantify the irregularity in the coded image, the entropy of
data is determined utilizing data entropy examination using
the following formula:

Original Encrypted Decrypted

Figure 4: Original, encrypted, and decrypted images of Lena (colored 256 × 256 pixels).

Input: Ciphered image C′, Secret keys K, K′, K″, Sine Map (1), CTM (2).
Output: Primary colored picture.

(1) Place the cipher image C′ in an array of size mn.

(2) Using the key K″ and CTM (2) to create a sequence Z

(3) Every pixel of C′ is passed through the given formula:
Rj � Cj
′⊕Fj⊕Rj−1 . . . j � 1, 2, . . . , mn.,

(4) Receiver calculates the self-invertible matrix A with the help of secret key K′.
(5) Divide one dimensional array R into column matrices RMj of order 6 × 1.
(6) Reverse the substitution effect with the help of matrix A as:

Lj � A × RMj(mod256),

j � 1, 2, . . . , mn.

(7) Indicate all Lj
′s in 1-dimensional arrangement N.

(8) Iterate the Sine map (1) with key K to obtain a sequence H

(9) *e organized sequence H can be constructed by assembling H in escalating pattern.
(10) Use the inverse transform position (Perm)− 1 to get permutated array.
(11) Apply permuted arrangement on L to get U.
(12) Transform U in a matrix of order mn and acquire the corresponding image I.

ALGORITHM 4: (Decoding technique).
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Figure 5: Histogram of the ciphered image of the colored Lena 256×256 image.

Table 1: χ2-test results for the assessment of histogram uniformity.

Metrics boat.512 Elaine Lena Goldhill Peppers Baboon
p-Value 0.5465 0.4369 0.1254 0.2465 0.4265 0.1564

Decision (H� 0 or 1) 0 0 0 0 0 0
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Figure 6: Correlation of Lena’s original image (colored 256 × 256 pixels).
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H(G) � 
2N−1

i�0
P Gi( log2

1
P Gi( 

, (6)

where G indicates an encrypted image and P(Gi) indicates
the probability of a specific character in the enciphered
image. It should have an unfeasible capability to judge the
original image from the encrypted one for the security of the
image enciphering technique. Some opportunities are ac-
cessible for the forecast of an original image from an
encrypted image having an entropy value 8. *e adversary
will be able to crack an image when the value becomes closest

to 8. *e value of an entropy of the encrypted picture ob-
tained from the constructed cryptosystem encryption is
7.9990 by using MATLAB R2018a. *e outcome in Table 3
shows that the new data entropy value is closer and sufficient
to the standard value of 8. It guarantees that none of the
information will be stray in this procedure.

6.3.2. Local Entropy. Local Shannon entropy (LES) [36] is
also used to measure the randomness of the encrypted image
in the sense of viewing the randomness, locally. It can be
calculated by the following equation:
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Figure 7: Correlation of Lena’s encrypted image.

Table 2: Correlation coefficients of different pictures.

Direction
Red Green Blue

Plain Cipher Plain Cipher Plain Cipher

Lena
Horizontal 0.9910 0.0056 0.9889 −0.0024 0.9846 −0.0035
Vertical 0.9781 0.0036 0.9741 −0.0012 0.9709 −0.0023
Diagonal 0.9648 −0.0024 0.9613 0.0029 0.9563 0.0043

Girl
Horizontal 0.9519 −0.0065 0.9425 0.0016 0.9325 −0.0065
Vertical 0.9791 0.0013 0.9652 0.0063 0.9856 0.0013
Diagonal 0.8293 −0.0004 0.8292 −0.0044 0.8565 −0.0089

Boat
Horizontal 0.8578 0.0045 0.8895 −0.0053 0.8522 0.0045
Vertical 0.9091 −0.0069 0.9254 −0.0089 0.9159 −0.0069
Diagonal 0.8393 −0.0022 0.8263 0.0012 0.8152 −0.0022

Baboon
Horizontal 0.7307 0.0016 0.7205 0.0021 0.7141 0.0542
Vertical 0.6683 0.0063 0.6545 −0.0024 0.6451 0.0063
Diagonal 0.6511 −0.0044 0.6485 −0.0065 0.6487 -0.0044

Cameraman
Horizontal 0.9511 −0.0053 0.9455 0.0013 0.9412 −0.0078
Vertical 0.9391 −0.0089 0.9855 −0.0004 0.9831 −0.0089
Diagonal 0.8943 0.0056 0.8255 0.0056 0.8147 0.0056
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Hm,n(G) � − 
m

i�1

H Gi( 

m
, (7)

where G1, G2 · · ·, Gm are m are the randomly chosen
nonoverlapping image blocks and n is the number of pixels
with in a test image G . For a test image to be passed through
the LSE test, the values of Hm,n must be within the interval of
(7.901515698, 7.903422936) with a level of significance
α� 0.001.

Table 4 shows the LSE results of the proposed technique
and its comparison with the results of the other algorithms.
*e test images encrypted by the proposed algorithm pass
the test, and the pass rate is higher than the other algorithms,
which shows the good randomness of the proposed
algorithm.

6.4. Differential Analysis. Minor changes to the hidden key
ought to be specifically delicate to a certified encryption
strategy [29]. An admissible algorithm ought to be pro-
foundly delicate to its secret key, which tells about a small
change in the secret key should yield completely unique code
outcomes.

Besides, having a marginally altered real key, the cal-
culation must not be able to decrypt a coded image or

retrieve a few examples from the genuine image. In this
existing algorithm, the consequence of encoded calculation
is completely changed or valid if a tiny alteration in any piece
of the key is obtained. *e aftereffect of our plan decoding is
changed by a small change in any of the given three keys
K, K′, K″. *is shows that if we include 0.798079790000001
to a single part of the keys, utilizing that key for decoding will
not give us an original image after decoding.

In cryptography, plaintext affectability examination is
otherwise called differential investigation. We utilize net
pixel transformation rate (NPCR) to check change of solitary
pixel esteem in original image, and brought together normal
evolving force (UACI) of contrast among plain and encoded
picture, to check the presentation of making single pixel
change in the encoded image just as in the unique image.
*ese two estimating qualities can be determined by the
following formulas:

NPCR �
i,jK(i, j)

m × n
× 100, (8)

UACI �
1

m × n

i,j

X(i, j) − X′(i, j)




255
] × 100,⎡⎢⎢⎣ (9)

where m and n display the stature and width of the
encoded picture, respectively. X shows the encrypted pic-
ture, while X′ indicates a one-pixel alteration in the primary
image. If X≠X′, K(i, j) � 1; else, K(i, j) � 0. It must be
impervious to differential assaults when the upsides of UACI
and NPCR approach their correct values. We differentiate
the values of the encrypted image of Lena’s NPCR and UACI
in Table 5.

It is shown that the current plan gets max operation for
the two qualities. For this situation, the current plan gives a
decent insurance against the “realized plaintext assault” and
“picked plaintext assault.” So, the outcomes indicate that the
constructed cryptosystem has good plaintext vulnerability.

Table 3: *e comparison of data entropy values.

Image enciphering technique Lena Baboon Girl
Reference [13] 7.9971 7.9771 7.9564
Reference [30] 7.9992 7.9692 7.9625
Reference [31] 7.9967 7.9767 7.9667
Reference [32] 7.9993 7.9263 7.9243
Reference [33] 7.9970 7.9700 7.9600
Reference [34] 7.9970 7.94545 7.9645
Reference [35] 7.9974 7.9565 7.9455
Proposed algorithm 7.9990 7.9800 7.9720

Table 4: *e comparison of data entropy values

Image enciphering technique boat.512 Elaine Lena Goldhill Peppers Baboon Pass rate
Reference. [37] 7.901879 7.902989 7.904512 7.9015092 7.9053045 7.902999 3/6
Reference. [38] 7.9000555 7.90006208 7.92938 7.9009052 7.9016155 7.9004801 2/6
Reference. [39] 7.9009823 7.9029109 7.904671 7.9020145 7.9007481 7.9013492 1/6
Reference [40] 7.9026992 7.9009196 7.903462 7.9025015 7.9024452 7.9033626 4/6
Proposed algorithm 7.9016972 7.9029186 7.903386 7.9028150 7.9025249 7.9018264 5/6

Table 5: NCPR and UACI results.

Image encryption cryptosystem NPCR UACI
Reference. [13] 99.615 33.489
Reference. [30] 99.621 33.463
Reference. [31] 99.217 33.405
Reference. [32] 99.664 33.612
Reference. [33] 99.608 33.431
Reference [34] 99.586 33.253
Reference [35] 99.650 33.480
Proposed cryptosystem 99.6221 33.46
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*e estimate of critical values of NPCR and UACI [41] of
the proposed scheme is given in Table 6.

6.5. Noise and Data Loss Attacks. In the cipher image of test
image Lena, we add 1%, 5%, and 10% salt and pepper noise
as shown in Figure 8(a), 9(a), and 10(a), respectively. *e
corresponding decrypted images of noised cipher images are
shown in Figure 8(b), 9(b), and 10(b), respectively. From
these figures, it is evident that when the cipher image bear
salt and pepper noise or data loss attacks, the decrypted
image preserves hugemajority of original image information
having only a small portion of uniformly distributed noise
[42].

6.5.1. Mean Square Error Analysis. *e distinction associ-
ating the genuine and coded images is determined by the
mean square error (MSE). Mean square error has a high
worth when the distinction between the genuine and the

code image is enormous. It is produced by the recipe given in
the following condition:

MSE �
1

m × n × 3


m− 1

i�0


n− 1

i�0
 IP(i, j) − ID(i, j)( 

2
, (10)

where m shows the quantity of lines and n shows the
quantity of segments individually. IP and ID indicate the
original image and scrambled image, respectively. To have a
divergence between original and the scrambled image, MSE
≥30 db. *e mean square error of the algorithm is shown in
Table 7.

6.5.2. Peak Signal-to-Noise Ratio Analysis. *e term PSNR
[43] is an articulation for the proportion between the most
extreme conceivable worth (force) of a sign and the force of
bending of commotion that influences the nature of its
portrayal. *is proportion is utilized as a quality estimation
between the first and a compacted picture. *e higher the

Table 6: Estimate of critical values of NPCR and UACI.

Image encryption algorithm Obtained value (%) NPCR test results
0.05-level 0.01-level 0.001-level

*eoretical NPCR values
99.5693% 99.5527% 99.5341%

Proposed algorithm 99.62 Pass Pass Pass
UACI test results

0.05-level 0.01-level 0.001-level
*eoretical UACI values

33.2824% to 33.6447% 33.2255% to 33.7016% 33.1594% to 33.7677%
Proposed algorithm 33.46 Pass Pass Pass

(a) (b)

Figure 8: Data loss attacks on the encrypted image. (a) and (b) are cipher images and decryption result of corresponding images using our
algorithm with 1% salt and pepper noise, respectively.
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PSNR, the better the idea of the compacted, or revamped
picture. A similarity that combines the genuine and
scrambled images is estimated by NPCR. It can be obtained
by using the following expression:

PSNR � 10.log
2552

MSE
(db). (11)

For a superior encryption calculation, the PSNR esteem
that joins the plain and coded images ought to be pretty
much as less as could be expected. *e PSNR worth of built
cryptosystem is given in Table 7.

*e constructed cryptosystem is also registered to
another selected colored image of onion having 198×135
pixels. *e onion image entropy value is 7.9978. *e real
and ciphered results are presented in Figure 11. *e
encrypted image histogram and the correlation of the
nearest pixel values of real and encrypted images are
presented in Figure 12, 13, and 14, respectively. *e
coefficient correlation of the cipher result of onion is
given in Table 8.

(a) (b)

Figure 9: Data loss attacks on the encrypted image. (a) and (b) are cipher images and decryption result of corresponding images using our
algorithm with 5% salt and pepper noise, respectively.

(a) (b)

Figure 10: Data loss attacks on the encrypted image. (a) and (b) are cipher images and decryption result of corresponding images using our
algorithm with 10% salt and pepper noise, respectively.

Table 7: Execution of MSE and PSNR.

Picture encryption schemes MSE PSNR
Reference [32] 7747.309 9.23929
Proposed algorithm 8736.9 8.7172
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6.6. Security Analysis

6.6.1. Key Space Analysis. Key space in security points
should be viable. To oppose the savage power assault, the key
space should be of huge order for a safe coded image. It is a
principle part of any cryptosystem. For common sense,
utilize a sizable key space is agreeable. With the progression
of time, a PC’s ability of an encryption cryptosystem can
sidestep complete strike [44] if the secret key space is greater
than 1038. In our developed cryptosystem, the secret key is
made out of three mystery keys, and each key is diverse for
an alternate period of the plan. *e first key is used for the
progression made from the sine map, the second key is
created from a circulant network and is used for Hill figure,
and the third one is used for the course of action delivered
from a turbulent tent guide. In this manner, the built
cryptosystem’s key space is 1072 > 1038 that is too enormous
to even think about saving the data against savage power
assaults. *e correlation of key space size is given in Table 9.

6.6.2. Computational Complexity. *e computational in-
tricacy of our proposition is portrayed as follows. A quickest
registeringmachine can figure 1024 calculations each second.
*us, the quantity of estimations executed by the processing
machine each year is 1024 × 365× 24× 60 × 60.

*us, 1072/1024 × 365× 24× 60 × 60� 1043 years are
needed to break the proposed calculation. *e time span of
1043 years is adequately immense to get our proposed en-
cryption cryptosystem against the monster power attack.

6.6.3. Key Sensitivity Analysis. Minor changes to the mys-
terious key ought to be especially delicate to a certified
encryption technique [44]. A sufficient estimation should be
significantly delicate to its mysterious key, which tells about
a minor change in themysterious key should yield absolutely
interesting code results.

*e antidynamic degradation theorem and the theory
presented in the article [45] prove that the chaotic flow
cryptosystem is safe. Moreover, with a marginally changed

Original Encrypted Decrypted

Figure 11: Original, encrypted, and decrypted images of onion (colored 198×135 pixels).
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Figure 12: Histogram of encoded image of colored 198×135 onion.
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genuine key, the calculation must not be able to decode a
coded image or retrieve a few examples from the genuine
image. In this present cryptosystem, the aftereffect of
encoded calculation completely change is valid if a smidgen
change in any piece of the key is made. *e aftereffect of our

plan’s decoding is totally reshaped with a minor control in
any of the three keys K, K′, K″. *is implies that on the off
chance that we add 0.000000000000001 to the first key,
utilizing that key for the most common way of interpreting
will not give us the genuine image after decoding.
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Figure 13: Correlation investigation of original colored 198×135 image of onion.

Pi
xe

l v
al

ue
 o

n 
lo

ca
tio

n 
(x

+1
, y

)

Red component Green component Blue component

Pixel value on location (x,y)
0

0

50

100

150

200

250

300

100 200 300

Pi
xe

l v
al

ue
 o

n 
lo

ca
tio

n 
(x

+1
, y

)

Pixel value on location (x,y)
0

0

50

100

150

200

250

300

100 200 300

Pi
xe

l v
al

ue
 o

n 
lo

ca
tio

n 
(x

+1
, y

)

Pixel value on location (x,y)
0

0

50

100

150

200

250

300

100 200 300

Figure 14: Correlation investigation of color bands of colored 198×135 ciphered image of onion.

Security and Communication Networks 13



For the analytical investigation of key sensitivity, CDR
(ciphertext difference rate) has been used that is defined in
the following equations [46]:

Y � C(I, K),

Y1 � C(I, K + ΔK),

Y2 � C(I, K − ΔK),

Diff(A, B) � 
N−1

i�0


N−1

j�0
Diffp(A(i, j), B(i, j)),Diffp(A(i, j), B(i, j)) �

1, (A(i, j)≠B(i, j)),

0, (A(i, j) ≡ B(i, j)),

⎧⎪⎨

⎪⎩
CDR �

Diff Y, Y1(  + Diff Y, Y2( 

2 × N
2 × 100.

(12)

*e minor changes in the factors (h0, β, z0, μ) affect the
key space. We carried four different tests for four factors and
updated by ± ΔK as follows: ( ± ΔK � ( ± Δh0, ± Δβ,

± Δz0, ± Δμ) represents the small change in these factors:

h0 is changed from 0.99 to h0+ � h0 + Δh0 and h0− �

h0 − Δh0 for Δh0 � 10− 15

β is changed from 0.79 to β+ � β + Δβ and β− � β − Δβ
for Δβ � 10− 15

z0 is changed from 0.66 to z0+ � z0 + Δz0 and z0− �

z0 − Δz0 for Δz0 � 10− 15

μ is changed from 3.78 to μ+ � μ + Δμ and μ− � μ − Δμ
for Δβ � 10− 15.

To calculate the values of Y, Y1 and Y2, h0 � 0.99, h0+

� 0.990000000000001 and
h0− � 0.989999999999999 are used and consequently the

value of CDR is 99.56%. *e key sensitivity over 99% is
considered to be acceptable. For the other factors, the values
of CDR are given in Table 10. From Table 10, it can be seen
that the proposed encryption technique has key sensitivity
over the desired threshold.

6.7. Contrast Analysis. *e variation in local intensity in
an image is measured by the contrast analysis. *is
statistical test ensures how much the texture of an image
is homogeneous. It enables to detect the objects in the
texture of an image. Greater values of contrast mea-
surement designates that the image has considerably
different gray levels and the lesser values is a symbol for
constant gray levels. *e following formula is used to
estimate the contrast of an image [34]:

C � 
i,j

|i − j|
2

× p(i, j), (13)

where p(i, j)is the number of gray-level co-occurrence
matrices (GLCM). *e results of the contrast test of the
plain image and encrypted images are shown in Table 11.
It can be noticed from the results that the new scheme has
higher contrast levels as compared to the values of plain
images in [47, 48]. *e higher values of contrast in the
proposed algorithm indicate that there is a high level of
randomness.

6.8. Execution Time. For the security level, the execution
time is also a significant feature [49]. *e execution time
of the proposed encryption algorithm is evaluated and
compared with some previous proposals for the grayscale
images of different sizes. *e results are given in Table 12,
which establishes the dominance of our proposal, in terms
of its efficiency and speed.

7. Conclusion

With the development of computer networks and com-
munication technology, the security problems of transfer-
ring information have become an important factor and a
secure process to transfer the information is an encryption
method. Due to strong correlation, large quantity of in-
formation, and a large restriction of the picture, a new
solution is required. *e advancement of disorder hy-
pothesis put together a goal to image encryption research. A
few elements of bedlam are pseudo-randomness, history,
and the affectability of beginning conditions, which meets
the fundamental cryptographic prerequisites that are dis-
array and dissemination. For the security of data, a changed

Table 8: Correlation coefficients of adjoining pixels of the original and encrypted images of onion.

Direction
Red Green Blue

Original Encrypted Original Encrypted Original Encrypted
Horizontal 0.9826 −0.0016 0.9786 0.0040 0.9648 0.0086
Vertical 0.9900 −0.0073 0.9880 −0.0012 0.9751 0.0039
Diagonal 0.9721 −0.0025 0.9675 −0.0071 0.9427 −0.0082

Table 9: Key space size comparison.

Encrypted cryptosystem Key space size
Reference [30] 1070
Reference [31] 1051
Reference [34] 1016
Proposed algorithm 1072
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picture encoding cryptosystem is created.*e article is made
out of another shaded picture calculation utilizing a sine
map and a turbulent tent guide for encryption. *e change
stage is regulated by a sine guide and scattering is done by a
tumultuous tent guide and XOR movement. Key space is
sufficient to oppose beast power assault. *e key sensitivity
of the method, the entropy, and correlation of scrambled
image and security analysis of the method have an ascen-
dancy on the security and authenticity of Lena and onion
images. *e suggested image encryption technique is ex-
tremely stable, as evidenced by a variety of assessment tests.
Table 13 summarizes the outcomes of the tests and efficiency
checks, which are compared to various techniques.
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