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,e exact computation of network k-terminal reliability is an NP-hard problem, and many approximation methods have been
proposed as alternatives, among which the neural network-based approaches are believed to be the most effective and promising.
However, the existing neural network-based methods either ignore the local structures in the network topology or process the
local structures as Euclidean data, while the network topology represented by the graph is in fact non-Euclidean. Seeing that the
Graph Convolution Neural network (GCN) is a generalization of convolution operators onto non-Euclidean data structure, in an
effort to fill in the gap, this paper proposes a GCN-based framework for the estimation of communication network reliability.
First, a dataset with sufficient sample size is constructed, by calculating the k-terminal reliability via the exact contraction-deletion
method for the generated network samples. ,en, an estimation model based on GCN is built, where several graph convolution
layers process input information and extract node-level structural features from the network topology, a concatenation layer fuses
the structural features into a graph-level representation feature, and a multi-layer perceptron computes the k-terminal reliability
as output. To demonstrate the practicality and rationality of our proposed model, comparative experiments are carried out on 12
datasets, the results of which show that our proposed GCN model has an average of 59.60% and 57.52% improvement over
existing methods on homogeneous datasets and heterogeneous datasets, respectively.

1. Introduction

Communication networks, as a fundamental infrastructure
to many critical systems such as power transmission system
[1–3], emergency response system [4, 5], and aircraft nav-
igation system [6], has become an indispensable part of our
day-to-day life [7]. Disruptions in communication systems
can severely undermine the performances of these critical
systems, or sometimes even lead to destructive or cata-
strophic events. ,erefore, the analysis of communication
network reliability is a practical issue of great importance.

For a given system, its reliability can be loosely defined as
the probability that said the system can remain operational
after some of its components fail [8–10]. For network sys-
tem, the notion of reliability is mainly associated with
probabilistic connectedness. For an arbitrary network G �

(V, L) where nodes are perfectly reliable and links fail

independently, based on the number of specified nodes,
there are 3 popular network reliability measures [11–13].,e
first is 2-terminal reliability, it is defined as the probability
that a communication path exists for a given pair of nodes,
i.e., source node s and target node t. ,e second is all-
terminal reliability, defined as the probability that all nodes
in V are able to communicate with each other via a working
path. ,e last is k-terminal reliability, defined as the
probability that for any given pair of nodes in, a series of
consecutive links can connect them to one another. It is easy
to see that the k-terminal reliability is reduced to 2-terminal
reliability when |K| � 2, and all-terminal reliability when
K � V. ,us, in this paper we consider the k-terminal re-
liability measure seeing that it is the most general form out of
three.

Manymethods have been proposed to compute the exact
k-terminal network reliability, including state enumeration
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[14–16], minimal cut method [17, 18], sum-of-disjoint
products method [19–21], and factoring theorem [22–25].
Unfortunately, the computation complexity for all these
methods remains a problem. ,e analytic methods for
calculating k-terminal network reliability are NP-hard
[26–30], and the computation time grows exponentially with
the increase of node or link numbers. To overcome this
problem, several approximation methods have been put
forward, and so far, the neural network-based approach is
believed to be the most efficient and promising among them
[31, 32].

In [33], He F. and Qi H. proposed to utilize Artificial
Neural Network (ANN) for all-terminal network reliability
estimation, where the network topology and link reliability
are taken as input and the all-terminal reliability value
obtained via Monte Carlo simulation is assigned as a target.
Furthermore, Srivaree-Ratana C., Konak A. and Smith A. E.
[34] added the reliability upper-bounds as input to the ANN
model and integrated the idea of ensemble learning by
training a specialized ANN for network samples with reli-
ability values higher than 0.9. In [35], the authors catego-
rized the network samples as homogeneous and
heterogeneous depending on whether the link reliability
values are identical or not, and applied the ANN model for
both types of networks. To shorten the length of the input
feature and reduce the parameters of the ANNmodel, in [36]
Altiparmak F. et al. put forward a general encoding scheme
based on the degree centrality of nodes for the homogeneous
networks.

,e basic idea of a neural network-based estimation
model is that there lies a highly complex, nonlinear rela-
tionship between the network’s topology and its reliability,
which can be learned via the neural network. However, the
network reliability is not determined by one link or one node
alone, rather it is determined by the local structures formed
by several nodes and links in conjunction with each other.
Although in the ANNmodels, the adjacencymatrix flattened
into a long vector can sorely determine the network to-
pology, this type of node-level feature is inadequate for
network-level representations because it overlooks the po-
tential correlation between nodes and links that are close to
one another. Stemming from this idea, in [37] Alex Davila-
Frias and Om Prakash Yadav proposed to make use of the
Convolution Neural Network (CNN) for the all-terminal
reliability estimation for homogeneous networks. ,e net-
work topology is processed as a n × n pixel image deter-
mined by its adjacency matrix, and several convolution
layers are stacked to extract the high-level structure feature
of the network.

Unfortunately, one problem still remains with the CNN-
based estimation model. ,e network topology represented
by the graph is, in essence, non-Euclidean data, whereas the
CNN model is best known for its dominating performances
on Euclidean data structures like text [38, 39], image
[40–42], and videos [4344]. In [37], because the network
topology is encoded as the pixel image derived from the

adjacency matrix, the “local” structures are learned for nodes
and links with consecutive indices, rather for nodes and links
that are actually near each other in the topology. If the nodes
are reindexed, the input features can change dramatically.
Without an appropriate node indexing strategy in place, the
high-level feature extracted by the convolution filters lacks
rationality. Besides, the CNN model in [37] assumes ho-
mogeneity for the network link reliability, which is an
unrealistic simplification of many real-world systems and
makes it unsuitable for certain applications.

In light of this, a general framework based on Graph
Convolution Network (GCN) [45–49] for the k-terminal
reliability estimation of both homogeneous and heteroge-
neous communication networks, is proposed in this paper.
In this framework, the dataset is constructed by generating
network topology and link reliability vector, then computing
their corresponding k-terminal reliability. Here, the exact
contraction-deletion method is chosen, as opposed to the
Monte Carlo simulation approach utilized in most of the
previous research, to improve the precision and practicality
of the estimation model. Next, a GCN-based estimation
model is designed, starting with several graph convolution
layers to extract the high-level structure features, followed by
a concatenation layer to fuse the features into one topology
representation vector, and ending with a Multilayer Per-
ceptron (MLP) to learn the relationship between inputs and
targets. Seeing that GCN can be viewed as a generalization of
CNN onto non-Euclidean data structures [48], it is our belief
that it would be more suited for the task of network reli-
ability estimation, which is also corroborated by the ex-
periment results in later sections.

,e main contribution of our proposed model is three-
fold:

(1) Several network k-terminal reliability datasets are
constructed, via the exact contraction-deletion
method. Compared to the approximative simulation
method used in previous studies, our approach can
provide more precise training data to the estimation
model.

(2) Seeing that the network topology is essentially non-
Euclidean data, the GCN is taken advantage of to
extract the structure feature. To the best of our
knowledge, our proposed model is the first to utilize
GCN in a network reliability estimation problem.

(3) Experiment results show that our proposed GCN
model outperforms the existing estimation models,
with an average of 59.60% improvement of Root
Mean Squared Error (RMSE) on homogeneous
datasets, and 57.52% on heterogeneous datasets.

,e remaining part of this paper is as follows: Section 2
introduces some notations of the graph and the general
pipeline of GCN; in Section 3 the proposed framework for
k-terminal network reliability is described in details; Section
4 reports the experiment results of our proposed GCN
model on several datasets, comparative analysis with other
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neural network-based models is also undertaken to dem-
onstrate the advantages of our proposed model; finally,
Section 5 marks the end of this paper with some concluding
remarks.

2. Graph Convolution Neural Network

Many real-world systems from various fields of research can
be represented by graphs, including communication net-
works, social networks [50, 51], protein-protein interaction
networks [52], and chemistry molecular graphs [53]. In
other words, graphs can be viewed as a special kind of data
structure that models the pairwise relationships (edges)
between a set of objects (nodes).

In essence, graphs are non-Euclidean data structures.
,us, convolutional neural networks that have outstanding
performances at the task of processing Euclidean data
structures like images and videos, need to be generalized
before they can be directly applied to graphs [48]. From this
point of view, GCN can be seen as a generalization of CNN
to non-Euclidean data structure, while maintaining the three
advantages of CNN, namely, local connection, shared
weights, and use of multiple layers. ,is section briefly
introduces some preliminaries of GCN.

A graph is defined as G � (V, L), where V � vi|i � 1: n 

is a set of nodes and L � (vi, vj)|i, j � 1: n  a set of links.
,e adjacency matrix of a graph is defined as a n × n matrix
A � (aij)n×n where aij � 1 if there exists a link from node vi

to node vj. A graph is said to be undirected if its adjacency
matrix is symmetric, i.e., aij � aji,∀i, j � 1: n, otherwise it is
directed. Since the focus of our work is communication
networks where information flows both ways, in this paper
we assume the graphs are undirected.

,e general pipeline of the GCN model is shown in
Figure 1. Firstly, for each graph G � (V, L), the input layer
processes three types of information: node features em-
bedded as p -dimensional hidden features xd�0

i (i � 1: n) and
edge features embedded as q -dimensional hidden features
ed�0

ij (∀(vi, vj) ∈ L), as well as the graph itself.
,en, each GCN layer computes p -dimensional rep-

resentation features for each node by aggregating infor-
mation passed from their neighbouring nodes and edges. Let
us suppose xd

i and ed
ij is the hidden feature vector associated

with node vi and edge (vi, vj) at GCN layer d, respectively.
Node vi ’s hidden feature vector xd+1

i at the next layer d + 1 is
updated by first aggregating the hidden feature vectors of the
neighbouring nodes and edges of vi, then applying a non-
linear transformation to the aggregated information and the
hidden feature vector xd

i at layer d. Similarly, the hidden
feature vector ed+1

ij of edge (vi, vj) at layer d + 1 can also be
updated with the hidden features xd

i , xd
j and ed

ij. Generally
speaking, the updating of hidden features at layer d + 1 is

x
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where Ni � vj: (vi, vj) ∈ L  denotes the neighbourhood of
node vi, gx() and ge() are the aggregation functions, fx()
and fe() are the transformation functions of node and edge,

respectively. In each GCN layer, by aggregating the
neighbouring nodes and edges’ information, the updated
hidden feature can capture the local structures of the graph.
For instance, for the central node in Figure 1 (coloured in
green), at the first GCN layer it learns from its immediate
neighbouring nodes and edges (coloured in orange).,en, at
the second GCN layer, the central node can learn from nodes
and edges 2 hops away from itself (coloured in blue), because
at the first layer, the central nodes’ neighbouring nodes have
also learned from their respective neighbours. ,is way, by
stacking D GCN layers, the node representation can inex-
plicitly learn from its D -hop neighbourhood.

Next, the hidden features of nodes after D GCN layers
are fused into one feature vector. Here the fusion procedures
differ from various types of tasks. For classification or re-
gression tasks at the node level, the hidden feature of each
node can be taken directly as the feature vector. For clas-
sification or regression tasks at the edge or graph level,
hidden features of multiple nodes need to be aggregated or
concatenated to form the feature vector. A such feature
vector is then passed along to an MLP to compute task-
dependent outputs. Finally, the output of the task-specific
MLP can be fed to a loss function. ,en, via back propa-
gation, the parameters of the GCN model can be trained in
an end-to-end fashion.

3. Proposed Framework

As illustrated in Figure 2, our proposed framework for
communication network reliability mainly contains the
following procedures:

Step 1. Generate a set of network topologies
Step 2. Generate a link reliability vector for each net-
work topology
Step 3. Compute the exact network reliability via the
contraction-deletion method
Step 4. Convert the network topologies and corre-
sponding link reliability vector into input features, with
the computed network reliability from Step 3 as a target
Step 5. Design the architecture of the GCN model
Step 6. Split the dataset, then train and evaluate the
GCN model

In this section, the details of the proposed framework are
explained in two subsections: the dataset generation process
(Step 1 to Step 3), and the reliability estimation model based
on GCN (Step 4 to Step 6).

3.1. Dataset Generation. To train a machine learning model
that could capture the highly-complex relationship between
network topology and reliability, it is of great importance to
obtain a proper dataset with a sufficient sample size. To this
end, we first generate a set of network topologies. For a
network with node set of size |V| � n, an adjacency matrix
An×n can represent the network topology, where aij � 1
indicates a link between node vi and node vj, and aij � 0
otherwise. Since it is assumed that the communication
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networks are undirected and acyclic [36], only n(n − 1)/2
entries in the upper triangle of the adjacency matrix are
randomly generated, while the rest of the entries in the
adjacency matrix are determined by setting aji � aij(j> i).
What’s more, a connectivity test is also needed to see if the
nodes of interest in the set K are connected to one another. If
so, the network topology can be added to the dataset,
otherwise a new topology needs to be generated. Such
procedure repeats until sufficient dataset size is satisfied.

Next, for each network topology, a n(n − 1)/2 -dimen-
sional link reliability vector r is generated. If a link is present
in some network topology, then a reliability value in the
range of (0, 1) is assigned to the corresponding entry in r.
Here, for homogeneous networks, the entries in r are always
equal to each other; while in heterogeneous networks, the
entries in r may take different values.

With network topology and link reliability vector, the
k-terminal reliability can be computed. To improve the
precision of the estimation model, instead of the Monte

Carlo simulation method as presented in [33–37], in this
paper we use the exact method to calculate the target reli-
ability value. One of the most widely-used exact methods for
network k-terminal reliability is the contraction-deletion
method [54–57]. It stemmed from a simple yet elegant
observation that for an undirected network G, the reliability
is given by the following equation:

R(G) � rlR(G∗ l) + 1 − rl( R(G\l), (2)

where l is a random edge in G, rl is the reliability of edge l,
G∗ l and G\l is the new network derived from G by con-
tracting and deleting edge l respectively. ,is way, the
network topology can be recursively simplified until it is
reduced to a singleton or a self-loop. Table 1.

,e pseudocode of the contraction-deletion method [55]
is presented in Table 1. ,e contraction-deletion method
requires the network topology, link reliability vector, and a
specified set of nodes to compute the k-terminal reliability.
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Figure 1: ,e general pipeline of Graph convolution neural network models.
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Figure 2: ,e proposed framework for communication network reliability estimation.
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For simplicity, here we denote the graph by a triplet
(V, L, K). To begin with, the algorithm randomly selects an
edge l � (vi, vj) from the edge set L (line 4). Denote the
graphs after contraction and deletion as G1 and G2, re-
spectively; (line 13 and line 16). G1 is obtained by first
replacing node vi with node vj for all the other edges on node
vi (line 6 to line 9), then removing node vi from the set V

(line 10). If node vi is in K, then node vj also needs to be in K

in the contracted graph (line 11 to line 12). G2 is obtained by
directly deleting edge l (line 15). Next, a connectivity test is
performed to determine whether the nodes in the K are
joined by a path of edges inG2. If so, the network reliability is
calculated as rlR(G1) + (1 − rl)R(G2) (line 17 to line 18),
otherwise rlR(G1) (line 19 to line 20).,is procedure repeats
recursively until only one node in K remains, at this time the
k-terminal reliability of the reduced network is naturally 1
(line 1 to line 2).

3.2. GCN Model. With the network reliability dataset gen-
erated via the contraction-deletion method, the next step in
our proposed framework is to convert it into (input, target)
pair for the GCN model. As mentioned in Section 2, the
input to the GCN model contains three parts: node features,
edge features, and graphs. In our proposed framework, the
dimensions of the node feature and edge feature are set to be
1, i.e., p � q � 1. More specifically, the node feature is the
degree of centrality of each node:

xi � 
n

j�1
aij,∀i � 1: n, (3)

the edge feature is the reliability value of each edge:

eij � rij,∀i � 1: n, (4)

and graph is the network topology. ,e target of the GCN
model is the k-terminal network reliability R obtained via
the contraction-deletion method.

,e proposed GCN model for network reliability esti-
mation is demonstrated in Figure 3. After the network in-
formation has been converted into an input form, several
GCN layers update the node features by passing messages
among the nodes’ neighbours. To be more specific, the GCN
operator in [58] is utilized in this paper, because it is easy to
use and achieves state-of-the-art performances on many
learning tasks. Let xd

i be the node feature associated with
node vi at layer d, ed

ij be the edge feature of (vi, vj) at layer d,
a GCN layer updates the node and edge feature vector as
follows:

x
d+1
i � ReLu W

d
1 

j∈Ni

eji · x
d
j + W

d
2x

d
i

⎛⎝ ⎞⎠,

e
d+1
ij � e

d
ij,

(5)

where ReLu(·) is the activation function, Wd
1 and Wd

2 are the
weight matrices to be trained.

Several GCN layers are stacked to learn the local
structures of the network. Afterwards, the final node features
xD

i |i � 1: n  are concatenated to form a graph-level rep-
resentation vector, which is then fed to a fully-connected
layer and an output layer to estimate the network reliability.

4. Experiment

To demonstrate the practicality of our proposed model, a
case study of communication network reliability is carried
out. Comparative analysis is also undertaken to demonstrate
our proposed model’s advantages to existing approaches. All
experiments are run on an Intel Core i7-10510U CPU @
1.80GHz processor with an NVIDIA GeForce MX250 GPU.

4.1. Settings. As described in Section 3.2, several network
reliability datasets are generated via the contraction-deletion
method, the details of which are listed in Table 2. Based on
previous studies [33–37], for networks with node set size of
10, 20, and 30, the dataset sizes are set to be 3000, 5000, and
8000, respectively. Some sample network topologies are il-
lustrated in Figure 4, Figure 5 and Figure 6.

Based on link reliability, the datasets can be categorized
into two types. For homogeneous datasets, the entries in the
reliability vector takes a value in 0.8, 0.85, 0.9, 0.95, 0.99{ },
but are always equal to each other for the same sample. For
example, the reliabilities of all links in the sample network
depicted in Figure 4(a) is always 0.9, the same goes for
sample networks in Figure 5(a) and Figure 6(a). While for
the heterogeneous dataset, the entries of the reliability vector
of one sample may take various values, as shown in
Figure 4(b), Figure 5(b), and Figure 6(b). Take Figure 4(b)
for instance, the reliability of link (v8, v2) is 0.85, whereas the
reliability of link (v2, v6) is 0.9.

Since 2-terminal and all-terminal network reliability
problems can be viewed as special cases to k-terminal re-
liability, our proposed framework can also be applied to

Table 1: ,e pseudo-code of contraction-deletion method.

Algorithm ConDel(G)

Input G � (V, L, K), r

1 if |K| � 1:
2 Return 1
3 Else:
4 Randomly select an edge l � (vi, vj) from L.
5 /∗Contraction∗/
6 L1←L

7 For k � 1: n:
8 if (vi, vk) ∈ L:
9 L1←L1\(vi, vk)∪ (vj, vk) 

10 V1←V\vi

11 if vi ∈ K:
12 K1←K\ vi ∪ vj 

13 G1←(V1, L1, K1)

14 /∗Deletion∗/
15 L2←L(vi, vj)

16 G2←(V, L2, K)

17 if nodes in K is connected in G2:
18 Return rlConDel(G1) + (1 − rl)ConDel(G2)

19 Else:
20 Return rlConDel(G1).
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them as well. ,erefore, the sizes of K in the generated
datasets range from 2 to |V|. For the dataset with |K|< |V|,
the nodes inK are represented by orange squares in Figure 4,
Figures 5, and 6, while other nodes are represented by green
circles. Take Figure 4(a) for instance, in dataset 1, K is set to
be v1, v8 ; while in dataset 2, the network reliability is
computed for all 10 nodes, i.e., K � vi|i � 1: 10 .

To demonstrate the calculation process of the contrac-
tion-deletion method described in Section 3.1, here the
sample network in Figure 4(a) is taken as an illustrative
example. Because there are only two nodes v1 and v8 in set K,
the k-terminal reliability is reduced to 2-terminal reliability,
which is defined as the probability that a working com-
munication path exists between node v1 and node v8. As

Input layer

GCN layer

GCN layer

GCN layer

Concatenation layer

Fully connected layer

Output layer

SUM

SUMj

ReLu

{xjd}xid

xid+1

W1
dW2

d

{eij}

Figure 3: ,e graph convolution neural network model for network reliability estimation.

Table 2: Descriptions of network k-terminal reliability datasets.

Dataset no. Network type |V| Dataset size |K|

1

Homogeneous

10 3000 2
2 10
3 20 5000 4
4 20
5 30 8000 5
6 30
7

Heterogeneous

10 3000 2
8 10
9 20 5000 4
10 20
11 30 8000 5
12 30

(a) (b)

Figure 4: Sample network topology with 10 nodes. (a) Homogeneous network with |V| � 10, (b) Heterogeneous network with |V| � 10.
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shown in Figure 7, the link (v5, v1) is chosen first. If link
(v5, v1) is contracted, then node v5 is deleted from the node
set, and the edge (v3, v5) is replaced by (v3, v1), the resulting
network topology is as shown in Figure 7(b). If link (v5, v1) is
deleted, from Figure 7(c), it can be seen that the nodes in set
K, i.e., node v1 and v8, are no longer connected. ,erefore,
according to the contraction-deletion algorithm, the 2-ter-
minal reliability can be calculated as r(v5 ,v1)R(G∗ (v5, v1)) �

0.9 × R(G(b)), where G(b) denotes the network topology in
Figure 7(b). ,is process repeats recursively, and the net-
work topology is gradually simplified until only one node
remains in the set K. For the compactness of the presen-
tation, the rest of the calculation process are omitted.

With the network reliability datasets, the Root Mean
Squared Error (RMSE) is selected as a loss function to
measure the performance of estimation models:

RMSE �

�����������������

1
M



M

m�1
y
pred
m − ym 

2




, (6)

where ym is the network reliability of dataset’s m -th sample
obtained via contraction-deletion method as described in
Section 3.1, ypred

m is the estimationmodel’s prediction, andM

is the size of the dataset. To avoid the problem of overfitting,
the RMSE of the estimation model on both the training and
testing sets are considered, denoted as “Train RMSE” and
“Test RMSE” in the remaining part of this paper.

Comparative experiments are undertaken for 2 ANN
models, the CNN model and our proposed model. To avoid
misunderstanding and distinguish the ANN models pro-
posed in [33–36], for the rest of the paper they are referred as
“ANN1” and “ANN2”, respectively.

(a) (b)

Figure 5: Sample network topology with 20 nodes. (a) Homogeneous network with |V| � 20, (b) Heterogeneous network with |V| � 20.

(a) (b)

Figure 6: Sample network topology with 30 nodes. (a) Homogeneous network with |V| � 30, (b) Heterogeneous network with |V| � 30.
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,e same learning rate decay strategy is deployed for all
estimation models. ,e initial learning rate is set to be 10− 4.
If the validation loss does not improve for 10 epochs, the
learning rate is reduced by half. ,e training process is
terminated if one of the following two conditions are met:
the learning rate decays below 10− 7, or the epoch reaches the
maximal number of 1000.

To make a fair comparison with existing estimation
models, the number of GCN layers is set to be D � 4 with in/
out channels configuration of (1, 8), (8, 16), (16, 16), and
(16, 16), respectively. ,e parameter configurations of other
existing estimation models are as reported in the literature.
10-fold cross-validation is used to train and evaluate the
estimation models, and the mean values are reported as the
experiment results.

4.2. Result Analysis. Seeing that some of the existing esti-
mation models can only be applied to homogeneous net-
works, here the experiment results on homogeneous datasets
and heterogeneous dataset are reported separately.

4.2.1. Homogeneous Network. ,e experiment results in
Table 3 compare 2 ANN models, CNN model, and our
proposed model on 6 homogeneous datasets (dataset 1 to 6),
where the bold font indicates the optimal result and the italic
indicates the suboptimal result.

It can be seen that our proposed model outperforms
three previous models on all of the homogeneous datasets.
Compared to existing models, our proposed GCNmodel has
an average of 59.60% improvement on RMSE. ,e least
significant improvement is on dataset 1, where compared to
the best result out of the other three models (ANN1) our
GCN model reduces the RMSE by 26.44%; while the most
noticeable improvement is on dataset 6, where the RSME of
our GCN model is 83.26% lower compared to the previous
best result (ANN1).

To better visualize the estimation model performances,
here we take the models trained in the first fold on all-
terminal reliability datasets (dataset 2, 4, and 6) as show-
cases. All models are trained 5 times and the one with the
lowest RMSE is selected. ,eir estimation results are
compared on 50 sample networks, as illustrated in Figure 8,
Figure 9, and Figure 10. Seeing that the contraction-deletion
method is an exact method, the reliability calculated via
contraction-deletion is also depicted as the actual reliability.
It is easy to see that the deviation between the estimation
results obtained via our model and the actual reliability
values is the lowest among all estimation models.

,ere are several factors that may possibly contribute to
our proposed model’s advantage over previous estimation
models. To begin with, the network topology is, by its nature,
rich in spatially local patterns. Simply put, the network
topology is composed of a set of nodes and a set of links that
represents the pairwise relationships or interactions between

(a)

(b)

(c)

(d)

(e)

Figure 7: Illustrative process of contraction-deletion method for the sample network in Figure 4a.
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these nodes, therefore the neighbouring nodes and edges are
highly correlated. ,e estimation models based on ANN
ignore this type of spatial locality, processing the nodes close
to each other in the same way as the nodes far apart from one
another. While the CNN model and our proposed GCN
model can exploit said spatial locality by utilizing certain
types of convolution layer to extract local conjunctions of
features [48]. By stacking several convolution layers, the
lower-level local features can be composed into a high-di-
mensional graph-level representation feature.

Besides, as mentioned before, the network topology
represented by the graph is intrinsically non-Euclidean. In
the CNN model, the network topology is encoded and
processed as a n × n pixel image determined by its adjacency
matrix. ,is way, in the CNN model when the convolution
layer extracts local structure patterns, the neighbouring
nodes of vi is defined as those nodes with precedent and
subsequent indices, i.e., vi−1 and vi+1, rather than the nodes
with links connecting to vi. ,is encoding scheme may be
problematic because the nodes with consecutive indices

Table 3: Experiment results of reliability estimation on homogeneous datasets.

Model #Param Train RMSE Test RMSE Epochs Train time

|V| � 10

Dataset 1 |K| � 2

ANN1 45057 0.0228 0.0503 440.00 46.16
ANN2 36865 0.0501 0.0599 640.33 100.61
CNN 26977 0.0249 0.0574 212.00 37.22
GCN 75593 0.0273 0.0370 353.33 168.66

Dataset 2 |K| � 10

ANN1 45057 0.0152 0.0453 739.56 129.72
ANN2 36865 0.0441 0.0532 815.00 132.05
CNN 26977 0.0258 0.0556 169.00 52.37
GCN 75593 0.0127 0.0156 197.33 75.66

|V| � 20

Dataset 3 |K| � 4

ANN1 82177 0.0182 0.0739 622.56 200.43
ANN2 39452 0.0706 0.1097 918.67 181.47
CNN 273505 0.0305 0.0572 224.00 167.87
GCN 116553 0.0231 0.0256 305.11 244.46

Dataset 4 |K| � 20

ANN1 82177 0.0185 0.0919 622.78 154.54
ANN2 39452 0.0997 0.1361 928.22 204.19
CNN 273505 0.0323 0.0665 316.22 195.51
GCN 116553 0.0071 0.0149 244.00 136.01

|V| � 30

Dataset 5 |K| � 5

ANN1 144897 0.0216 0.1037 412.33 132.44
ANN2 41985 0.0647 0.0777 904.89 248.71
CNN 2472097 0.0537 0.0821 113.22 108.84
GCN 157513 0.0047 0.0157 212.78 255.41

Dataset 6 |K| � 30

ANN1 144897 0.0223 0.1311 202.11 61.76
ANN2 41985 0.0670 0.0945 887.44 232.95
CNN 2472097 0.0348 0.0466 125.78 116.17
GCN 157513 0.0043 0.0078 140.33 131.24
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Figure 8: All-terminal reliability estimation result (10-node homogeneous networks).
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could be many hops away from each other in the actual
network topology. For example, in Figure 4(a), node v1 is 4
hops away from node v2, and node v8 is 3 hops away from
node v9. Moreover, if the node set is reindexed, the input
image of the CNN model can change drastically. Seeing that
GCN is a generalization of CNN on non-Euclidean data
structures, the representation feature learned via our pro-
posed GCN model has the merits of higher rationality and
invariance under node reindexing compared to the CNN
model, while maintaining the advantage over ANN models
brought by convolution operator.

Although the parameter budget of our proposed GCN
model is more expensive than most other models, it can be
seen from Table 3 that the training time does not grow
dramatically. Compared to the cumbersome computations
of the exact methods, relatively speaking, our estimation
models are quite effective. For instance, the total

computation time of the contraction-deletion method for
dataset 6 is 84911 seconds, that is an average of 10.61 seconds
per 30-node network. While for our proposed GCN model,
once properly trained, it can give an estimation result with
high precision immediately. In addition, it should also be
noticed that the parameter budget of the CNN model nearly
grows tenfold as the node set size grows from 10 to 20 and
from 20 to 30, while the parameter budget of our proposed
GCN model only increases by 54.57% and 35.30%, re-
spectively. ,us, in terms of training parameter budget, our
proposed model is more scalable to larger networks than the
CNN model.

4.2.2. Heterogeneous Network. Comparative experiments
are also undertaken for estimation models on 6 heteroge-
neous datasets (dataset 7 to 12), the results of which are listed
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Figure 10: All-terminal reliability estimation result (30-node homogeneous networks).
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Figure 9: All-terminal reliability estimation result (20-node homogeneous networks).

10 Security and Communication Networks



0.75

0.70

0.65

0.60

0.55

0.50

0.40

0.45

Re
lia

bi
lit

y

0 10 20 30 40 50

Testing set samples (unordered)

Actural reliability
ANN1 estimation
GCN estimation

Figure 11: All-terminal reliability estimation result (10-node heterogeneous networks).
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Figure 12: All-terminal reliability estimation result (20-node heterogeneous networks).

Table 4: Experiment results of reliability estimation on heterogeneous datasets.

Model #Param Train RMSE Test RMSE Epoch Train time

|V| � 10
Dataset 7 |K| � 2 ANN1 45057 0.0561 0.0812 266.78 18.32

GCN 75593 0.0387 0.0505 229.78 82.24

Dataset 8 |K| � 10 ANN1 45057 0.0304 0.0693 535.89 38.92
GCN 75593 0.0169 0.0278 205.44 70.21

|V| � 20
Dataset 9 |K| � 4 ANN1 82177 0.0416 0.0860 353.22 49.20

GCN 116553 0.0295 0.0412 410.00 444.87

Dataset 10 |K| � 20 ANN1 82177 0.0255 0.0601 307.11 50.00
GCN 116553 0.0125 0.0256 300.33 187.61

|V| � 30
Dataset 11 |K| � 5 ANN1 144897 0.0389 0.0846 113.89 28.56

GCN 157513 0.0089 0.0286 109.56 126.37

Dataset 12 |K| � 30 ANN1 144897 0.0206 0.0457 111.56 31.10
GCN 157513 0.0061 0.0129 107.44 106.82
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in Table 4. Because the encoding method in the CNN model
and the ANN2 model can only be applied to homogeneous
networks, here only the ANN1 model are investigated and
compared to our proposed GCN model.

Like before, our proposed GCN model consistently
outperforms the ANN1 model across all 6 heterogeneous
datasets, with an average of 57.52% improvement on RMSE.
,e best case is dataset 12, where our proposed model re-
duces the RMSE by 71.77% compared to the ANN1 model,
while the least significant case is dataset 7, where our
proposed GCN model’s RMSE is 37.81% lower than that of
the ANN1 model.

For heterogeneous datasets, we also make the models
trained in the first fold on all-terminal reliability datasets
(datasets 8, 10, and 12) as illustrative examples. As before,
the best-trained model in the 5 runs is selected for the ANN1
model and our proposed GCN model. Figure 11, Figure 12,
and Figure 13 compare their estimation results to the actual
reliability value on 50 sample networks. It is safe to say that
compare to the ANN1 model, our proposed GCN model
captures the relationship between the network topologies
and reliability values more effectively and accurately.

5. Concluding Remarks

,is paper proposes a general framework for the k-terminal
estimation problem of communication networks. ,e ana-
lytic contraction-deletion method is made use of to compute
the k-terminal reliability for sample networks. Once the
dataset with sufficient sample size is obtained, an estimation
model based on GCN can be trained. Because the graph
convolution layers are capable to extract high-level feature
from network topology, the features learned with the GCN
model are more effective in representing the network
structure, which then results in higher precision. Compar-
ative experiments on communication networks with node
set size of 10, 20, and 30 is carried out. ,e results show that
for the 6 homogeneous networks, our proposed GCNmodel

reduces the RMSE by an average of 59.60%; while for the 6
heterogeneous networks, an average of 57.52% decrease in
RMSE is witnessed comparing our proposed model to
previous research studies.

However, there are still several improvements that could
be applied to our model, which will be the focus of our future
work. To begin with, it has been recognized that the per-
formances of neural network-based estimation model de-
pend heavily on the amount of data available. To this end,
several topology reduction techniques like degree-1 or de-
gree-2 node reduction can be applied in the company with a
contraction-deletion method to accelerate the dataset gen-
eration process. Besides, in our proposed model, the di-
mensions of node and edge features are set to be 1. For edge
features, if other information of the communication links,
for instance, bandwidth or transmission delay, can also be
incorporated, the model may be applied to the task of
mission reliability estimation. Whereas for node feature,
other than degree centrality, there are several attributes that
can also be taken into consideration, such as betweenness
centrality, eigenvector centrality, or clustering coefficient,
which may further improve the precision of the estimation
model. What’s more, the development of GCN is a well-
studied topic in the field of machine learning. ,e appli-
cation of more sophisticated and advanced GCN models
[59–62] to the estimation of network reliability would also be
a direction of our future work.
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the findings of this study are available from the corre-
sponding author upon request.

Conflicts of Interest

,e authors declare that there are no conflicts of interest
regarding the publication of this paper.

0.300

0.275

0.250

0.225

0.200

0.175

0.150

0.100

0.125

Re
lia

bi
lit

y

0 10 20 30 40 50

Testing set samples (unordered)

Actural reliability
ANN1 estimation
GCN estimation

Figure 13: All-terminal reliability estimation result (30-node heterogeneous networks).

12 Security and Communication Networks



References

[1] J. Liu, Z. Zhao, J. Ji, and M. Hu, “Research and application of
wireless sensor network technology in power transmission
and distribution system,” Intelligent and Converged Networks,
vol. 1, no. 2, pp. 199–220, 2020.

[2] S. Alam, M. F. Sohail, S. A. Ghauri, and I. M. Qureshi,
“Naveed Aqdas, Cognitive radio based smart grid commu-
nication network,” Renewable and Sustainable Energy Re-
views, vol. 72, pp. 535–548, 2017.

[3] A. Zaballos, A. Vallejo, and J. M. Selga, “Heterogeneous
communication architecture for the smart grid,” IEEE net-
work, vol. 25, no. 5, pp. 30–37, 2011.

[4] S. Azmani, N. Juliana, A. M. Idrose, N. A. Amin, and
A. S. M. Saudi, “Challenges of communication system during
emergency disaster response in Malaysia: a review,” Journal of
Fundamental and Applied Sciences, vol. 9, no. 4S, pp. 890–904,
2018.

[5] P. Lieser, F. Alvarez, P. Gardner-Stephen, M. Hollick, and
D. Boehnstedt, “Architecture for responsive emergency
communications networks,” in Proceedings of the 2017 IEEE
Global Humanitarian Technology Conference (GHTC), IEEE,
San Jose, CA, USA, October 2017.

[6] D. Avagnina, F. Dovis, A. Ghiglione, and P. Mulassano,
“Wireless networks based on high-altitude platforms for the
provision of integrated navigation/communication services,”
IEEE Communications Magazine, vol. 40, no. 2, pp. 119–125,
2002.

[7] W. Ahmad, O. Hasan, U. Pervez, and J. Qadir, “Reliability
modeling and analysis of communication networks,” Journal
of Network and Computer Applications, vol. 78, pp. 191–215,
2017.

[8] A. Rausand and A. Hoyland, System Reliability 9eory:
Models, Statistical Methods, and Applications, Vol. 396, John
Wiley & Sons, Hoboken, NJ, USA, 2003.

[9] D. W. Coit and E. Zio, “,e evolution of system reliability
optimization,” Reliability Engineering & System Safety,
vol. 192, Article ID 106259, 2019.

[10] L. Xing, G. Levitin, and C. Wang, Dynamic System Reliability:
Modeling and Analysis of Dynamic and Dependent Behaviors,
John Wiley & Sons, Hoboken, NJ, USA, 2019.
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