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The Bidirectional Encoder Representations from Transformers (BERT) technique has been widely used in detecting Chinese sensitive information. However, existing BERT-based frameworks usually fail to emphasize key entities in the texts that contribute significantly to knowledge inference. To meet this gap, we propose a BERT and knowledge graph-based novel framework to detect Chinese sensitive information (named KGDetector). Specifically, we first train a pretrained knowledge graph-based Chinese entity embedding model to characterize entities in the Chinese textual inputs. Finally, we propose an effective framework KGDetector to detect Chinese sensitive information, which employs the knowledge graph-based embedding model and the CNN classification model. Extensive experiments on our crafted Chinese sensitive information dataset demonstrate that KGDetector can effectively detect Chinese sensitive information, outperforming existing baseline frameworks.

1. Introduction

With the development of information technology, many Chinese online social applications and platforms have emerged, such as Weibo, Tieba, and Bilibili. These social platforms have provided a place for residents to publish their information and become part of people’s daily life. People of different ages, careers, countries, and ideologies share and exchange information with each other on these social platforms. As a result, these social platforms have been filled with different information and become the center for information publishing. Some researchers and journalists also claim that social platforms have replaced the status of traditional media, thus making them the most important way for each person to get information. The immediacy of these online social platforms is the key for them to replace the status of the traditional media.

However, to enable immediacy, these social platforms lack an effective review mechanism to avoid the spread of some sensitive information. A certain lack of review mechanisms has attracted some criminals and rumor mongers. Those hostile people spread illegal information which contains sensitive information about politics, terrorism, and pornography on these social platforms. Furthermore, people on these social platforms may be misguided by this information easily, especially young people who could not effectively figure out the truth. Therefore, those sensitive ones may bring about horrible results.

Indeed, there have been many existing approaches developed by former researchers and developers to detect these Chinese sensitive information. To detect sensitive information on the Internet, it is not feasible to use human resources to filter such huge information because of growing labor costs. As a result, some automatic methods have emerged. Today’s online social platforms in China rely on two steps to stop the spread of sensitive information. First, it uses a sensitive information filter to stop the users’ sensitive information from being published. Then, if some contents with some sensitive information are still published with the lack of a filter, the managers of the platforms will rely on reports from other benign users to withdraw the sensitive information that has already been spread out. Though the sensitive information can be withdrawn in Step 2, it is already spread out. The current filter method in Step 1 mainly
relies on keyword matching, which requires building a keyword dictionary by a human [1, 2]. Building a keyword dictionary by a human is hard to cover all the keywords, which may bring about a high false-negative rate, while the keyword matching itself will mislabel some benign content as sensitive, resulting in a high false-positive rate [3, 4]. Furthermore, the keyword matching-based detection is also very easy to bypass [5–7]. Hence, many approaches using BERT for classification are studied. Ding et al. built a corpus to train the detection model and applied the BERT model in this detection problem [8]. Though contextualized information could be well extracted by BERT, we argue that many significant entities are not well emphasized as they should be. In the meantime, the knowledge graphs have been used in many research areas of natural language processing. The knowledge graphs can help the researchers identify the different entities and uncover the relationship between different entities very well. Thus, knowledge graphs can be a good tool for us to identify the sensitive entity in the Chinese text. To this end, we propose to detect Chinese based on both BERT and knowledge graph embeddings, which could make use of pretrained knowledge graphs to generate embeddings for named entities. Our main contributions are threefold:

(i) First, we introduce knowledge graph to enrich the input of the classifier. An entity embedding model based on knowledge graph is trained for characterizing entities in the textual inputs, which can significantly improve the model performance.

(ii) Second, we propose an effective framework, named KGDetector, to detect Chinese sensitive information, which employs knowledge graph-based entity embedding model and a convolutional neural network (CNN)-based model to classify the encoded intermediate information.

(iii) Third, we build a Chinese sensitive information dataset based on Chinese Wikipedia, and extensive experiments on this dataset demonstrate that our proposed KGDetector framework outperforms typical frameworks on Chinese sensitive information detection tasks.

2. Related Works

In this section, we introduce the related work about the classification of sensitive information and BERT for text classification.

2.1. Sensitive Information Detection. As information spreads all over the world, the detection of sensitive information has become a more and more important research topic. In 2015, Berardi et al. identified classified text using the sensitive information keyword matching technique [9]. Because the keyword dictionary was created artificially, subjective influence might have an impact on the classification accuracy. To detect sensitive information, [10] used a recursive neural network in 2017. By studying the syntax and grammatical structure of the text, this approach uncovered sensitive information in text documents. The sensitivity values of the semantic parts of the text structure were assessed. Furthermore, to capture the intricacy of recognizing sensitive information, they created a sensitive phrase recursive neural network in 2018 [11]. In the same year, Xu et al. introduced a new topic tracking algorithm, which monitored sensitive words during a period of time [12]. The tracking algorithm’s initial step was to calculate the weight of sensitive words over a set period of time and identify the top 10 sensitive terms. The second stage was to choose the top three sensitive terms out of a total of ten sensitive words to track. By using high-frequency words as characteristics of the text obtained by TF-IDF, [13] increased the detection accuracy in 2018. The TF-IDF model was used to classify confidential information. In 2019, Xu et al. proposed a new method to use TextCNN in the task of sensitive information detection [14]. It could keep the accuracy of detection, while lowering the training construction time of the detection model. As a result, it could achieve efficient and accurate detection. In the same year, Wang et al. presented a sensitive information classification model based on BERT-CNN [15]. In 2020, Lin et al. proposed a reliable method to extract the characteristics of the data more comprehensively to obtain better detection results [16]. The framework was based on the structure of BiLSTM and CNN. A convolutional neural network was used to extract local features effectively, and a BiLSTM network was built to extract global features of unstructured documents. In the same year, [17] designed a new framework to detect sensitive information via network traffic restore solution. In 2020, to safeguard personal data privacy, [18] used a BERT-based sequence labeling algorithm to discover and delete sensitive data in Spanish clinical literature. In 2021, Ding et al. built a corpus to train the detection model and applied the BERT model in this detection problem [8]. With BERT applied in this problem, more popular NLP methods were implemented in their framework to optimize the accuracy as well. In the same year, Gan et al. designed a scalable multichannel architecture of convolutional neural network and bidirectional long short-term memory (CNN-BiLSTM) model to detect sensitive information in Chinese text [19]. The attention mechanism was introduced to enhance the performance of the model.

2.2. BERT-Based Text Classification. In 2019, Sun et al. conducted abundant experiments to evaluate different fine-tuning techniques of BERT on text classification task [20]. A general solution for BERT fine-tuning was proposed to obtain new state-of-the-art results on eight widely studied text classification datasets. In the same year, Chen et al. presented a joint intent classification and slot filling model based on BERT, which addressed the poor generalization capability of traditional NLU models [21]. This joint model outperformed the BERT model on intent classification accuracy, slot filling F1, and sentence-level semantic frame accuracy. In 2019, Ostendorff et al. built a deep neural language model based on BERT [22]. The model combined text representations of metadata with knowledge graph embeddings of author information. The model achieved
better performance on the classification task compared with the standard BERT framework. In 2020, Jose and others proposed the VGNC-BERT model based on the combination of BERT and a Vocabulary Graph Convolutional Network (VGNC). VGNC-BERT combines local information and global information to build together a final representation for classification. In the same year, Munikar et al. utilized BERT to solve the fine-grained sentiment classification task [23]. They also showed that transfer learning is successful in natural language processing. In 2020, Su et al. presented a deep learning method named Bidirectional Encoder Representations based on BERT to classify genetic mutations using the text evidence from an annotated database [24]. In 2021, [25] designed a BERT-enhanced text graph neural network (BEGNN) model. They created a text graph for each document based on the co-occurrence connection of terms and used GNN to extract text features. Furthermore, BERT was utilized to extract semantic characteristics. In the same year, Zhang et al. proposed a multilayer self-attention model combined with BERT to cope with aspect category and word attention at different granularities [26].

3. The KGDetector Framework
In this section, we elaborate on the KGDetector framework, including the overview, text encoder, and classifier.

3.1. Overview. The hard-coded limit of BERT tokens is 512, but the number of Chinese characters in an entire Chinese Wikipedia entry usually exceeds this upper boundary. Hence, in KGDetector, for each entry, we consider its title and abstract as the input information (in Section 4.1, we find that the average length of the title and abstract is not greater than 512). As shown in Figure 1, given an input text, we first encode it with our crafted encoder, which is composed of a fine-tuned BERT unit and two units for knowledge graph embedding. Then, with encoded information, we further design a CNN model to classify it and derive an output as the inferred label.

3.2. Text Encoder. The text encoder aims to obtain encoded intermediate information that could effectively represent valuable knowledge of the inputted text. To this end, apart from encoding the text input with a fine-tuned BERT, we extract named entities from abstract text and embed them according to knowledge graph embeddings to derive more representative intermediate information.

3.2.1. BERT-Based Textual Information Encoder. We utilize the BERT to acquire contextualized representations from original text consisting of the entry tile and corresponding abstract. Though the initial pretrained BERT provided by Google supports multilingual embeddings including Chinese, compared with multilingual BERT, Chinese BERT could achieve much better performance on Chinese NLP tasks [27]. To derive better performance, we take the BERT trained on Chinese Wikipedia containing both simplified and traditional Chinese text. Unless otherwise mentioned, we utilize the Chinese BERT by default. Specifically, there are 12 layers in the BERT, where each layer contains 768 dimensions. Hence, we could derive an intermediate semantic representation $\mathbf{R}_{\text{BERT}}$ as

$$\mathbf{R}_{\text{BERT}} = \text{BERT} (\mathbf{X}),$$

(1)

where $\mathbf{X}$ is the textual input and $\mathbf{R}_{\text{BERT}}$ is a 768-dimensional vector.

3.2.2. Knowledge Graph-Based Entity Embedding. Though contextualized information of the inputted text could be well represented by $\mathbf{R}$, we argue that some valuable entities may not be emphasized. In particular, we aim to use the information of named entities in the abstract as auxiliaries to construct a more representative intermediate vector and enhance more effective sensitive information detection. For instance, if Bruce Lee’s name appears in the abstract, then the article corresponding to this abstract should be more inclined to introduce the content of kung fu.

To this end, we train an entity embedding model on a Chinese knowledge graph CN-DBpedia to represent named entities in the abstract with their entity embeddings. Following previous work [28], we set the knowledge graph-based entity embeddings to be 200-dimensional. Specifically, given training dataset with triplets as

$$D = \{(a, r, b)\},$$

(2)

which is composed triplets with entries $a$ and $b$ from entities set $E$, and relation $r$ is from relations set $R$. Given an embedding function $\mathbf{E} (\cdot)$, we embed the entities and relations as $\mathbf{E} (a)$, $\mathbf{E} (b)$, and $\mathbf{E} (r)$. We denote such embeddings as $a$, $b$, and $r$. After randomly initializing the embedding function $\mathbf{E} (\cdot)$, we optimize an equation to derive an effective embedding model

$$\min_{\mathbf{E} \in \mathbb{R}^{d}} \sum_{(a, r, b) \in D} \sum ((a, r, b) \in D) \text{ReLU} (\eta + \|a + r - b\| - a + r - b),$$

(3)

where

$$\text{ReLU} (x) = \begin{cases} x, & \text{if } x > 0, \\ 0, & \text{otherwise}, \end{cases}$$

(4)

and $\| \cdot \|$ represents the $\ell_2$ norm. It is worth noting that $\eta$ is a positive margin (we set it to be 2 in our experiments), and $D$ is a corrupt dataset with unmatched triplets:

$$D = \{(a, r, b) | a \in E \} \cup \{(a, r, b) | b \in E \}.$$  

(5)

Finding optimal solutions $\mathbf{E}^*$ for (3), we take $\mathbf{E}^*$ as embedding models for entities in the abstract. Formally, given a list of entities $\{e_1, e_2, \ldots, e_M\}$, we embed them to $\{\mathbf{e}_1, \mathbf{e}_2, \ldots, \mathbf{e}_M\}$ based on $\mathbf{E}^*$. The number of entities in different abstracts may not be the same, whereas the sizes of vectors fed into the classifier should be consistent. Considering that the entities yield a sparse distribution in the
embedding space, we compute an embedding \( \mathbf{e} \) to represent each embedding in \( \{ \mathbf{e}_1, \mathbf{e}_2, \ldots, \mathbf{e}_M \} \) as

\[
\mathbf{e} = \sum_{i=1}^{M} \left( \frac{\mathbf{e}_i}{M} \right).
\]

Then, we concatenate the embedding \( \mathbf{e} \) and the semantic representation \( \mathbf{R}_{BERT} \) as the intermediate vector \( \mathbf{I} \) that will be fed into the classifier.

3.3. Classifier. Recall that the output of the text encoder \( \mathbf{I} \) is composed of representation \( \mathbf{R}_{BERT} \) from BERT (768 dimensions) and vector \( \mathbf{e} \) (200 dimensions). As shown in Figure 2, we train a convolutional neural network (CNN) to classify concatenated embeddings. In KGDetector, we, respectively, employ three convolutional layers and two fully connected (FC) layers to comprehensively extract information of embeddings and make generalized classification. Furthermore, we deploy an activation function for the 2-dimensional output. During model training, the softmax function is used. During inference time, the softmax function is replaced by the one-hot encoding.

4. Experiments

4.1. Experimental Settings. We conduct our experiments on a computer with Windows 11, Intel(R) Core(TM) i7-9750F CPU 2.60 GHz, and an NVIDIA GeForce RTX 3090 GPU. The deep learning models are implemented using PyTorch\(^5\).

We evaluate the KGDetector on Chinese Wikipedia\(^6\). The original texts are traditional Chinese; to simplify, we first utilize OpenCC\(^7\) to convert them into simplified Chinese and perform an additional text cleaning step to keep only Chinese words. Each entry (i.e., page) of Wikipedia mainly consists of four parts, i.e., title, abstract, article, and links. We build the groundtruth based on the article while making prediction based solely on the title along with the abstract. Specifically, we first collect open-source sensitive keywords lists\(^8\) as sensitive identifier. Then, we filter the article of each entry with the sensitive keywords lists to identify a set of benign articles, which have no sensitive keywords, and a set of potentially sensitive articles, which have at least one of the sensitive keywords. We further manually check the potentially sensitive entries to confirm their sensitiveness. We split the dataset into training set, validation set, and test set with a ratio of 7:2:1. Table 1 shows the number of samples of each set. Table 2 presents the parameter settings of the KGDetector. Table 3 displays the average length, i.e., number of words, of title and abstract of the selected Wikipedia entries.

In this work, we compare the KGDetector with baseline, i.e., filter title and abstract directly using sensitive words lists, and state-of-the-art studies on Chinese sensitive information detection [8,15,19]. Ding et al. built a corpus to train the detection model and applied the BERT model in this detection problem [8]. Wang et al. presented a sensitive information classification model based on BERT-CNN [15]. Gan et al. designed a scalable multichannel architecture of convolutional neural network and bidirectional long short-term memory (CNN-BiLSTM) model with the attention mechanism to detect sensitive information in Chinese text [19]. Furthermore, we also compare the performance of the KGDetector under different data sources: title, abstract, title with abstract, first \( N \) words in the article, and last \( N \) words in the article. Further, we also compare it with popular text classification models, i.e., TextCNN and BiLSTM.
To evaluate the performance of the KGDetector, we consider four metrics, namely, (1) accuracy: the correct proportion of the classification results; (2) precision: the proportion of entries classified as sensitive that are indeed sensitive; (3) recall: the proportion of sensitive entries that are classified as sensitive; and (4) F1-score: the weighted average of precision and recall. They are defined in equations (7)–(10), where TP stands for true positive, TN stands for true negative, FP stands for false positive, and FN stands for false negative.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (7)
\]

\[
\text{precision} = \frac{TP}{TP + FP} \quad (8)
\]

\[
\text{recall} = \frac{TP}{TP + FN} \quad (9)
\]

\[
F1 - \text{score} = 2 \times \frac{\text{recall} \times \text{precision}}{\text{recall} + \text{precision}} \quad (10)
\]

4.2. Performance Evaluation

We compare our KGDetector with the state-of-the-art schemes proposed by other researchers. If a framework achieves better performance than other frameworks in all four metrics: accuracy, precision, recall, and F1-score, this framework outperforms other frameworks. As shown in Figure 3, the evaluation comparison proves that the KGDetector outperforms other state-of-the-art studies, respectively, in all the four metrics.

4.2.2. Comparison under Different Data Sources.
Furthermore, different data sources: title, abstract, title with abstract, first \( N \) words in the article, and last \( N \) words in the article, are considered in our experiment as well. As shown in Figure 4, the model using the title text as the data source outperforms other models with different data sources. The model using title as the data source is the weakest model among all the models. This indicates that the information contained in the title text is not rich enough to help the model classify. In practice, the author of the sensitive article will also try not to add the sensitive information in the title which may cause his sensitive article to be detected easily. However, we can see that the performance of the model using abstract as the data source can nearly reach the performance of the model using the title with abstract as data sources. It can be concluded that the text in the abstract contains the most information about the article as the author will try to summarize the whole article in the abstract firmly.

4.2.3. Comparison under Different Sizes of Training Dataset.
When we train a sensitive information detection model, the size of training dataset matters. If a framework needs less
Figure 3: Performance comparison (a) Accuracy. (b) Precision. (c) Recall. (d) F1-score.

Figure 4: Continued.
training data to achieve a certain performance or achieves higher accuracy with a fixed size of training dataset, it outperforms other frameworks. As shown in Figures 5 and 6, compared with Wang et al., Ding et al. and Gan et al., KGDetector costs less training data to achieve a certain accuracy. For instance, to receive an accuracy greater than 0.90, KGDetector needs about 2000 data samples, while others may require more than 2500 data samples. Besides, given a fixed size of training data, KGDetector always reaches the highest accuracy among all schemes. For instance, with 500 training data samples, the accuracy of KGDetector is about 0.62, while that for other frameworks is smaller than 0.50.

4.2.4. Comparison with Different Classifiers. We further consider using different classifiers in our framework. Four types of classifiers, convolution layer + fully connected layer (CNN + FC), fully connected layer (FC), gated recurrent unit + fully connected layer (GRU + FC), and attention + fully connected layer (attention + FC), are considered. As can be seen from Figures 7 and 8, our evaluation results show that CNN + FC is the best classifier among the four.

Figure 4: Comparison of different data sources (a) Accuracy. (b) Precision. (c) Recall. (d) F1-score.

Figure 5: Accuracy with varying sizes of training dataset.

Figure 6: F1-score with varying sizes of training dataset.

Figure 7: Accuracy of different classifiers.
5. Conclusion

In this paper, we have proposed a novel framework, named KGDetector, to detect Chinese sensitive information based on knowledge graph-enhanced BERT. Specifically, we trained a pretrained knowledge graph-based entity embedding model to generate knowledge graph embeddings, which can enrich the input of the classifier. Then, an effective framework KGDetector, which employs the knowledge graph-based embedding model and the CNN classification model, was designed to detect Chinese sensitive information. Extensive experiments on our crafted Chinese sensitive information dataset demonstrate that the proposed KGDetector outperforms existing frameworks in terms of accuracy, precision, recall, and F1-score in detecting Chinese sensitive information. Our future work will extend the framework to multiple languages.
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