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*e publicly accessible feature of edge servers leads to the threat of malicious access to the data stored on the server and a series of
security problems such as the leakage of user data privacy and the destruction of integrity. Data custody causes the separation of
user ownership and management rights and brings potential security risks of data theft and destruction. Among them, for the
integrity of the data uploaded by the terminal, the current protection mechanism mostly verifies the identity of the visitor or
encrypts the data, but the role of verification is mostly assumed by the server, and it is impossible to avoid the collusion of edge
servers with malicious intruders. In this paper, a distributed virtual machine agent (VMA) is designed and implemented, an edge
cloud data integrity monitoring framework is built, and the verification protocol based on blockchain is proposed, which achieves
trusted verification without relying on a trusted third party. Also, a prototype system of edge cloud data integrity protection based
on blockchain is constructed to prevent data corruption. *e results of security proof and experimental verification show that the
mechanism based on blockchain technology can defend against three attacks of cloud service providers, has superior computation,
and reduces the storage costs to protect the integrity of user data.

1. Introduction

Cloud computing [1–3] is a computing model that uses the
Internet anytime, anywhere, and quickly access shared re-
source pools (such as computing facilities, storage devices,
and applications) in the form of on-demand services to
provide users. However, with the increasing number of
devices in the network and the exponential growth of
generated data, cloud computing is difficult to handle
massive amounts of business, resulting in a large amount of
time delay, providing users with unsatisfied service expe-
rience. *erefore, edge computing [3, 4] is proposed to
provide services that are closed to IoT devices with a short
delay. An edge cloud [2, 5, 6] consists of edge servers located
close so that it can use server collaboration to complete tasks
from the IoT devices more efficiently and realize the real-
time need.

Edge devices depending on distributed edge servers that
belong to different enterprises and suppliers are scattered

and their processing capabilities are limited. Due to the
heterogeneity of devices, most authentication and com-
munication encryption technologies are not suitable for
networking, causing data to suffer a huge threat, and data
integrity cannot be guaranteed. Data custody causes the
separation of user ownership and management rights and
brings potential security risks of data theft and destruction.

On the one hand, the Edge Cloud Service Provider
(ECSP) may either privately delete user data or deliberately
conceal accidental data destruction for maintaining its own
reputation. On the other hand, edge servers may be mali-
ciously attacked, resulting in data destruction and loss of
sensitive data. Edge cloud data integrity protection mech-
anism can ensure that data are stored in the edge cloud
unmistakably and can immediately warn and reduce losses
when data are illegally tampered.

*e traditional methods of data integrity verification
mainly focus on the integrity of local disk data and database
data and adopt the scheme of integrity verification such as
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digital signature, message verification code, and digital
watermarking [7], but the current data integrity research is
mainly for data in cloud computing. Yan et al. [8] adopted a
combination monitor of inside and outside in a virtual
machine, which proposed the security proposal for a virtual
machine computing environment. *e method provides
the monitoring architecture of the virtual machine to
ensure trusted computing but increases the hardware cost
of the cloud platform and extra computing costs, especially
since the architecture is not scalable. Erway et al. [9] im-
proved a PDP scheme based on a Rank-based Authenti-
cated Skip List (RASL). In 2015, Tian et al. [10] provided a
dynamic data integrity mechanism based on the distributed
hash table (DHT), which supports public authentication.
However, the verification is conducted by the third-party
auditors in these schemes. Users may be deceived by fake
verification and collusion with CSP. Xu et al. [11] proposed
a data validation algorithm to defend against spoofing
attacks from untrusted validation results, which improved
the reliability of validation results in 2017. However, dual
validation evidence was introduced to cross-validate the
validation results, which added computation and storage
costs.

In edge computing, each server can process tasks for
users independently and save the uploaded data. When the
tasks submitted are difficult to handle, they will be submitted
to the cloud center. *is kind of scene realizes the decen-
tralized scene at the edge and refuses the centralized
manager.

*e research on data integrity protection of edge cloud
has made some progress in recent years. Wang et al. [12]
achieved a balance through a balanced truth discovery
method and the proposed data privacy enhancement
technology and used these technologies to interact with IoT
devices and edge servers. Chadwick et al. [13] proposed a
framework that allows the secret sharing of cyber threat
information (CTI) among partners for analysis. Li et al. [14]
proposed a privacy protection data aggregation scheme for
mobile edge computing-assisted IoT applications. *e data
privacy of the terminal device is guaranteed, and source
authentication and integrity are also provided. Wang et al.
[15] proposed an edge-based data collection model, in which
the raw data from the wireless sensor network (WSN) is
differentially processed by an algorithm on the edge server
for privacy calculations.

Recently, Blockchain technology [16–18] has become
popular worldwide. *e blockchain guarantees the consis-
tency of the data between nodes by a consensus algorithm
and ensures data security by the encryption algorithm. In
addition, formed by the timestamp and hash algorithm, the
chained structure produces a series of technical features,
such as openness, transparency, authentication, and tamper
resistance [19]. *e theory of smart contracts [20], firstly
proposed by Nick Szabo, refers to a computer program
which conducts terms of contract automatically. Blockchain
technology, with a characteristic of multistorage, multiparty
calculation, transparent rules, and tamper-resistant features,
provides a reliable record carrier and execution environment
for the smart contract.

*is paper proposes a distributed virtual machine proxy
architecture and a multitenant jointly safeguards the private
chain based on the blockchain in the edge cloud and designs
an edge cloud data integrity protection mechanism. *e
mechanism is oriented to the incredible edge cloud system
and reaches a consensus agreement to complete credible
integrity verification through the exchange of information.
*e main contributions of this paper are as follows:

1 Mobile Agent is used to deploy the distributed model
of the virtual machine agent in the edge cloud. Virtual
machine agents of multitenants cooperate to ensure
data credible verification. *e virtual machine agent
mechanism completes not only reliable storage,
monitoring, and verification of cloud data tasks but
also is necessary to build a data integrity verification
mechanism based on blockchain.

2 A blockchain integrity monitoring framework is built
through the model of a virtual machine agent. *is
paper uses the Merkle Hash Tree to generate the
unique value corresponding to data and monitor data
changes with a smart contract in the blockchain for
sending timely warnings of data destruction to the
owner. In addition, the “challenge-response” model is
used to construct the scheme of edge cloud data in-
tegrity verification.

3 *is paper constructs and implements a prototype
system of edge cloud data integrity protection based on
blockchain and applies the integrity monitoring
scheme based on virtual machine agents and the in-
tegrity verification scheme based on blockchain. After
security certification analysis, the mechanism can
defend against three kinds of attacks by edge cloud
service providers and has a better performance
compared with existing solutions.

*e rest of the paper is organized as follows. Section 2
introduces the related work about the integrity verification
mechanism based on the third party and blockchain tech-
nology. Section 3 puts forward blockchain architecture for
cloud data integrity based on distributed virtual machine
agents. Section 4 presents safety certification according to
the scheme. Section 5 perfects experimental verification and
performance analysis. Section 6 realizes the prototype sys-
tem. Finally, section 7 summarizes and evaluates all of the
work and points out the direction of further study.

2. Related Work

Data integrity verification in the edge computing environ-
ment has attracted more andmore scholars’ attention.Wang
et al. [12] proposed a scheme that maintains a balance in
three aspects, including user privacy, data integrity in edge-
assisted IoT devices, and computing cost. *rough the
identity verification algorithm based on biometric ECC, the
privacy participation of IoTusers is authenticated during the
truth discovery process, not only reducing the overall
computing cost of the IoT equipment but also limiting the
communication between the user equipment and the edge
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server. Chadwick et al. [13] proposed a five-level trust model
based on cloud edge data sharing infrastructure. Data
owners can choose the appropriate level of trust and CTI
data cleaning methods, from plain text to anonymization/
pseudonymization to homomorphic encryption, so that CTI
data can be manipulated before sharing it for analysis. Li
et al. [14] proposed a privacy protection data aggregation
scheme for mobile edge computing-assisted IoT applica-
tions. In the proposed model, there are three participants,
namely terminal devices, edge servers, and public cloud
centers. *e data generated by the terminal device is
encrypted and transmitted to the edge server. *e edge
server aggregates the data of the terminal device and submits
the aggregated data to the public cloud center. Finally, the
aggregated plaintext data can be recovered by the private key
of the public cloud center.

Blockchain technology has been widely used in cryp-
tocurrency since the emergence of Bitcoin [16]. IBM
Blockchain [21] offers developers opportunities to develop
their own applications based on the Hyperledger Fabric,
which has been widely used in the financial industry, in-
surance industry, food safety, and so on. For instance, IBM
and Wal-Mart cooperate to guarantee food safety by food
traceability. Azure Blockchain [22] allows customers to
quickly configure and deploy consortium chain networks,
which supports lightweight development and testing
workloads and even large-scale production blockchain de-
ployment. *e blockchain can shorten development time
and costs through the cloud services required for application
development. Amazon Managed Blockchain [23], which
helps users use Ethereum and Hyperledger Fabric to create
and manage a scalable blockchain network, eliminating the
need to create a network, and continuously monitoring the
blockchain network to quickly adapt to changes for appli-
cation requirements has been used in many fields, such as
financial and trade alliances. All parties in the blockchain
can trade electronically and process trade-related paperwork
without central trust.

Wang et al. [15] proposed an edge-based data collection
model, in which the raw data from the wireless sensor
network (WSN) is differentially processed by an algorithm
on the edge server for privacy calculations. A small amount
of core data are stored on the edge and local servers, while
the rest is transmitted to the cloud for storage. Tian et al. [24]
proposed an effective privacy protection authentication
framework. By using a lightweight online/offline signature
design, authentication efficiency is guaranteed when
deployed on small drones with limited resources. Consid-
ering the highmobility of drones, a predictive authentication
method is studied using mobile edge computing (MEC) in
the framework to further reduce the cost of identity veri-
fication for potential identity verification activities. In ad-
dition, Wang et al. [25] designed a service selection method
which selects corresponding credible and reliable service
providers based on trust evaluation and recording standards,
which has obvious advantages in terms of concise trust
management, convenient service search, and accurate ser-
vice matching. Establishing and maintaining a unified and
trusted environment based on edge computing can detect

malicious service providers and service consumers in a
timely manner, filter out false information, and recommend
trusted service providers.

Yue et al. [26] proposed a blockchain-based framework
without third-party auditors for data integrity verification in
distributed edge cloud storage (ECS) scenarios. In the
framework, a Merkle tree with random challenge numbers is
used for data integrity verification, and different Merkle tree
structures are analyzed to optimize system performance. In
view of the problems of limited resources and high real-time
requirements, sampling verification is further proposed, and
reasonable sampling strategies are formulated to make
sampling verification more effective.

Bonnah et al. [27] proposed a completely decentralized
method to solve the untrustworthy problem of trusted
parties by eliminating the public trusted entity in the net-
work framework. Within the proposed framework, au-
thenticated users do not have to log in to each service
provider to be authenticated to access services or resources.

Ma et al. [28] proposed a blockchain-based edge com-
puting trusted data management scheme for dishonest data.
*ey proposed a flexible and configurable blockchain ar-
chitecture, including mutual authentication protocols,
flexible consensus and smart contracts, block and transac-
tion data management, blockchain node management, and
deployment. Before data storage in the blockchain system, a
user-defined encryption method for sensitive data is
designed, and conditional access and decryption queries for
protected blockchain data and transactions from the
blockchain system are designed.

Kang et al. [29] used blockchain and smart contract
technology to realize secure data storage and sharing in the
vehicle edge network. *ese technologies effectively prevent
unauthorized data sharing. It also proposed a reputation-
based data sharing program to ensure high-quality data
sharing between vehicles. A three-weight subjective logic
model is used to accurately manage the reputation of the
vehicle.

Gai et al. [30] proposed a new method that combines the
IoT with edge computing and blockchain. *e proposed
model is designed for a scalable and controllable IoTsystem,
making full use of the advantages of edge computing and
blockchain to establish a privacy protection mechanism
while taking into account other constraints, such as energy
costs.

In order to efficiently audit the integrity of application
vendors’ cached data, Li et al. [31] analyzed the threat model
and audit objectives and proposed a lightweight sampling-
based probabilistic method, including a variableMerkle hash
tree. A new data structure of variable Merkle hash trees is
designed to implement integrity proofs for generating copies
of these data during audits.

Tong et al. [32] proposed two integrity checking pro-
tocols for mobile edge computing, checking the data in-
tegrity at the edge based on the concept of provable data
ownership and proprietary information retrieval techniques.
Liu et al. [33] modeled data failures by classifying them into
format failures, time series failures, and value failures and
proposed several heuristic rules for the detection and
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isolation of data failures. Aujla et al. [34] designed a
blockchain-based secure data processing framework for the
Internet of Vehicles in the edge environment, including a
container-based optimal data processing solution and a
blockchain-based data integrity management solution,
which can minimize link interruptions.

3. Study on Edge Cloud Data Integrity
Protection Mechanism

Aiming at the problem of the untrustworthiness of data
integrity verification in edge cloud, this paper designs a
distributed virtual machine agent model in edge cloud
combined with characteristics of blockchain technology and
achieves consensus through multinode collaboration to
complete the credible verification of edge cloud data. *e
design focuses on solving three problems. First, the integrity
verification by a virtual machine agents prevents data
leakage to third-party auditors; Second, credible proof on
the blockchain ensures the credible validation results. *ird,
blockchain monitors the entire lifecycle of user data to
ensure that data is not illegally tampered with.

3.1. Distributed Virtual Machine Agent Model. Virtual ma-
chine node is divided into two categories in function, in-
cluding virtual machine agent (VMA) Node and storage
node. When the user submits a storage task, the data are
preprocessed by the VMA node, which is responsible for
selecting the appropriate storage node, and after all the
storage is done, the VMA node returns the result to the user.
Different from cloud computing, edge computing is to sink
resources near the data source and process the user’s tasks
close to the device. *e data does not have to be uploaded to
the data center, thus reducing the pressure on network
bandwidth. *e edge cloud can form a server cluster of edge
servers with similar geographical locations and use server
cooperation to complete tasks at the edge, reducing the delay
of data transmission. *erefore, compared to cloud com-
puting, edge computing is a highly decentralized distributed
computing architecture.

For the application of complex services in the edge cloud
distributed environment, and to enhance the portability of
the model, the paper refers to the cloud environment and
uses the Mobile Agent [35, 36] (MA) technology. MA is an
agent in the network which performs specific processing in
distributed problems. In the standard of FIPA [37]
(Foundation of Intelligent Physical Agents), Agency is a
container for carrying MA, and it may carry a plurality of
MA and provide an operating environment for performing
any MA. An agency can carry a number of MA, and MA can
be run in the agency. *erefore, the running agency in the
node can complete the model deployment of distributed
virtual machines agent. Figure 1 is a node structure of the
user in the edge cloud.

Definition 1. VMAnode, proxy node in edge cloud, logically
unique, is responsible for acting on behalf of the user to
perform various tasks with high computing power.

Definition 2. Storage node, storage for edge data, not
unique. All storage nodes consist of Interplanetary File
System [38] (Interplanetary File System, IPFS) cluster which
is responsible for storing massive data with lower computing
power.

After the deployment of the virtual machine agent
model, the paper uses blockchain technology to union
nodes, which aims at achieving a consensus agreement
through the exchange of information to ensure chain data is
open, transparent, tamper-resistant, and traceable. Block-
chain is divided into a public chain, private chain, and
consortium chain in accordance with the authority of the
consensus process. *is paper adopts a private chain, giving
cloud tenants the privilege to read and write, preventing
outside interference in the consensus process. In addition, in
order to prevent malicious attacks, we take tokens way to
produce a transaction. Each node has a certain initial token,
and every deal needs to consume tokens. Once successfully
obtained the right to package block, edge nodes will receive
some token reward so as to encourage tenants open owner
VMA to participate consensus process.

As shown in Figure 2, this paper introduces a distributed
virtual machine agent model to build a basic protection
framework for edge cloud data integrity. When the user
submits the storage task, the data is first uploaded to the
VMA node, and after the preprocessing, a transaction is
generated into the buffer pool. *e transaction stores the
evidence of data integrity verification. VMA nodes perform
polling, querying the transaction that has not been con-
firmed in the buffer pool and once found, the VMA is trying
to verify the legitimacy of the transaction and packages to
form a group of the block legitimate transactions.

3.2. Workflow. *e aim of the section is to build a block-
chain network through interaction with the VMA for the
preparation of integrity protection.

3.2.1. Connection and Synchronization. Blockchain network
is based on P2P protocol and there are no central authority
nodes. Each node can broadcast routing, discover new
nodes, and allow dynamic legitimate nodes to join or quit.
*e underlying blockchain platform is not limited to
Ethernet Square, Ethermint, Fabric, and so on, as long as
there are many functions such as account inquiries, trans-
actions, contracts, and other operational intelligence
functions.

Step 1. First, the ECSP deploys a blockchain network in
the edge cloud and runs the initial file to generate a first
block (block Genesis), waiting for the VMA of tenants.
Step 2. Once joining the blockchain network, user’s
VMA verifies itself whether the data block is the latest
in the blockchain network or not. If yes, VMAmonitors
data broadcasting in the network. Otherwise, block data
synchronization neighbor nodes. *en use the public
key to verify the legitimacy of transactions.
Step 3. When listening to new transactions and blocks,
VMA verifies the signatures of those transactions and
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blocks. If signatures are valid, VMA processes and
forwards them by the consensus module to prevent
invalid data from propagating.

3.2.2. Storage. Once users upload files, VMA preprocesses
the file and uses IPFS cluster storage. Based on the contents
alternate instead of domain, IPFS uses http browser to search
files, firstly locates the server, and then uses the pathname to
find files on the server. Specific steps are as follows:

Step 1. When file is added to an IPFS node, a unique
encrypted hash fingerprint is calculated from the file
contents, ensuring that the value always only indicates
the contents of the file. Even if you modify a bit of data
in a file, the hash fingerprint will be completely
different.
Step 2. *e next step, users query hashing by the
distributed hash table in the IPFS distributed network,
which uses a consistent hash function to unify the
machine’s IP address and data, and quickly (*e net-
work only needs 20 hops in a system with 10,000,000
nodes) find the node that owns the data, retrieve the
data, and use hashes to verify if this is the correct data.

3.2.3. Deployment of Smart Contract. Smart contracts have
decentered computations and storage based on blockchain.
After the blockchain network is established, smart contracts
will be deployed.

Step 1. After writing a smart contract, users use the
browser compiler Remix to compile code into binary
code.
Step 2. Users consume some tokens to deploy the
compiled contract to the network, access to contract
address of blockchain, and Application Binary Interface
(ABI). ABI is a binary representation of the interface
contract.
Step 3. When the user uploads the file, the IPFS address
and Merkel Hash Tree [39] (MHT) root hash value will
be obtained by preprocessing the file, and they are
stored as a key-value pair in the data structure of the
map by invoking smart contract by contract address
and the ABI.
Step 4. When the user checks the file, users use the IPFS
address of the file as the key to obtaining the MHTroot
hash value in the smart contract for comparison.

3.2.4. Destroy. Once deciding to delete VMA, tenants first
call the kill function in smart contract for deleting the
contract data and recovering the remaining tokens. And
then, VMA starts the self-destruction of the module and the
data will be rewritten overlay.

3.3. Blockchain Based Integrity Protection Mechanism.
Based on the VMA architecture, the private chain is created
and jointly safeguarded by the tenants in the edge cloud.*e
information can be traced back, tamper-resistant, and the

trusted execution in the blockchain and smart contract.
*erefore, this paper designs a data integrity monitoring
program and blockchain integrity verification protocol
based on the “challenge-response” model. *e protocol is
also based on the bilinear mapping of BLS [37] (Boneh-
Lynn-Shacham) short signature verification [39, 40] and the
mechanism is divided into three parts.

3.3.1. Pretreatment Stage. Get big primes p , p ∈ Zp, set
G1, G2 is Multiplication cycle group of prime number p, g1 is
the generator of G1 , g2 is the generator of G2. *ere is a
bilinear map, ℓ: G1 × G1⟶ G2. Randomly select a, x ∈ Zp,
u � ga

1 . *e user generates a key pair
SK � a, sk{ },PK � g1, u, pk􏼈 􏼉􏼈 􏼉 locally, where the private key

sk � x, public key pk: v � gx
2 .

Step 1. *e user sends a request to connect the cor-
responding virtual machine agent. *e VMA receives
the user’s request and then verifies whether it is valid or
not. If the request is valid, the VMA will agree to
connect. If not, a connection refusal response will be
returned.
Step 2. Users upload files to VMA and VMA initializes
data files. Firstly, the data information F is Partitioned
into block F � m1, . . . , mi, . . . , mn􏼈 􏼉. Secondly, each
block is divided into a segment, that is
mi � mi,1, . . . , mi,j, . . . , mi,k􏽮 􏽯, 1≤ j≤ k. Finally, call the
tag generation algorithm for each data block. Generate
a digital signature as follows:

σi � H bi ti

����􏼐 􏼑 · 􏽙
k

j�1
g

aj( 􏼁·h mij( 􏼁
1

⎛⎝ ⎞⎠

x

� H bi ti

����􏼐 􏼑 · 􏽙
k

j�1
u

h mij( 􏼁
j

⎛⎝ ⎞⎠

x

. (1)

where H and h are hash function. H: 0, 1{ }∗ ⟶ G1,
h: 0, 1{ }∗ ⟶ Zp. aj ∈ Zp, x ∈ Zp. *e data segment
number bi, timestamp ti, 1≤ i≤ n. Φ � (σi)|1≤ i≤ n􏼈 􏼉 is
a data information file F tag set of data blocks, the tag is
stored in the database of the virtual machine agent.
Step 3. VMA uploads data F to store in the IPFS cluster
and returns the IPFS address F I d, F I d is unique
identifier of data.

3.3.2. Data Integrity Monitoring Stage. After preprocessing
of file integrity verification, VMA stores the digital signature
of the data block in the database and computes theMHTroot
hash value according to the digital signature. *e root value
is deployed to the blockchain by invoking smart contracts.
MHT is a kind of binary tree, as shown in Figure 3 [39]. *e
data tag value is stored only at the leaf nodes. *e nonleaf
nodes are obtained by the hash operation after linking the
values of the left and right subnodes. Finally, the root hash
value represents the integrity of the whole file.

*rough the MHT root node, the tampering of any data
block is detected to ensure the integrity of the file without the
participation of other nodes of MHT. Meanwhile, MHT has
only been a directed branch from the measured node to the
MHT root node path, which can confirm whether the node
exists in the data block or not, for example, verifying whether
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D is in the block according to the nodes C, E, and R. *ere
are N data blocks in the MHT; hash computing is 2 log2 N;
it can verify whether the data block has been tampered with
or not.

*e process of implementing the integrity monitoring
mechanism is as shown in Figure 4.*e process is as follows:
*e user uploads the file to the VMA for preprocessing. On
the one hand, the file is divided into blocks, the tag is stored
in the database, and the data tag of the file block generates
the MHT; On the other hand, storing the file in the IPFS
cluster gets the address based on context. By invoking the
smart contract to save key-value pairs, the blockchain will
monitor the value whether the file is modified.

3.3.3. Edge Cloud Data Integrity Verification Stage.
When users are concerned that the data has been tampered
with, users only need to challenge the ECSP. According to
the ECSP’s response, users can know whether the data is
complete.

Step 1. *e user sends a request of data integrity
verification for the file to be detected. *e request
includes the data block set IDX � i dxi|1≤ i≤ c, c≤ n􏼈 􏼉

and the corresponding random number set
R � ri|i ∈ IDX, r ∈ Ζp􏽮 􏽯.
Step 2. Firstly, according to the challenge request, the
VMA node queries the IPFS cluster for the IPFS unique
flag F I d. Secondly, the VMA node creates a MA to
migrate to the storage node to obtain the corresponding
evidence of the data block. Variable c represents the
total challenge number of data blocks to be detected, n

is the total number of data blocks in the data block set.
Step 3. Storage node obtains the corresponding data
block 􏽐i∈IDXh(mij) by executing the MA task, returns
the value to the VMA node, and calculates the total data
block:

M � 􏽘
k

j�0
􏽘

i∈IDX
h mij􏼐 􏼑. (2)

According to the VMA node stored u, VMA calculates
the total digital signature of the data block:

D � 􏽙
k

j�0
u

h(m)
j � 􏽙

j

j�0
u

􏽘
k

j�0
􏽘

i∈IDX
h mij( 􏼁

j . (3)

Step 4VMA reads the challenge data block tag value
from its own database. And it then calculates the hash
value of the corresponding challenge block number:

T � 􏽙
i∈IDX

σri

i ,

B � 􏽙
i∈IDX

H bi ti

����􏼐 􏼑
ri

.
(4)

It generates evidence proof � D, B, T{ } and calculates:

l(B, v) · l(D, v)≜ l T, g2( 􏼁. (5)

If (5) holds, the supporting documents are complete.
Step 5. *e user will receive the verification result of
VMA and get the file MHT root hash value. If both
values are equal, the verification result is credible.

*e integrity verification stage is shown in Figure 5:
some data blocks are randomly extracted by users. Users
send a challenge to ECSP by VMA node. Firstly, the IPFS

User upload file

Start

VMA preprocess
to signature

Make MHT for root 
hash value

Invoke smart 
contract to store root 

hash value

Whether monitor 
file legally modify

Store 
signature to 

database

Store file to 
IPFS

End

Yes

No

Send warning 
information to 

owner

Figure 4: Integrity monitoring flow chart.

E=hash (A||B) F=hash (C||D)

D=hash (s4)A=hash (s1)

R=hash (E||F)

C=hash (s3)B=hash (s2)

Data Blocks 

signature1 signature2 signature4signature3

Figure 3: MHT structure diagram.
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cluster fixes positions according to the challenge data block
and generates the evidence back to the VMA. VMA verifies
(5) and calculates the validity of the evidence. If valid, the
second step validation will be performed to calculate
whether the challenge block exists and whether the root hash
value is consistent through the MHT. If consistent, the
document is integrity, or the file is damaged.

4. Safety Certification

4.1. Analysis of Blockchain Integrity Monitoring Scheme.
Based on the blockchain edge cloud data integrity mecha-
nism, the following is considered for the normal modifi-
cation and illegal tampering of validation results.

4.1.1. Attack Mode Analysis. ECSP attacks are divided into
three levels.

First-level attacker: *e attacker can break the security
protection of the virtual machine agent and obtain the access
control rights of the user, such as unauthorized users.

Second-level attacker: *e attacker not only controls the
virtual machine agent but also obtains the user’s blockchain
account address and key.*e attacker invokes the intelligent

contract interface andmodifies theMHT hash value saved in
the blockchain.

*ird-level attacker: *e attack value is illegally invaded
into the IPFS cluster of the distributed storage system to
tamper with and destroy the data. For example, adminis-
trators have the highest authority on data management, and
if they are curious about user’s data, they have direct access
to the user’s data at the storage node.

4.1.2. For Integrity Monitoring Mechanism Analysis of
Normal and Illegal Tampering Validation Results.
Normal modification:*e user node sends an access request.
Firstly, the VMA reads the data from the database and
obtains the hash fingerprint of the corresponding data.
Secondly, VMA obtains the data from the IPFS cluster and
transmits the data to the user node. After the user modifies
the data and invokes the smart contract, the VMA collects
the affected data and generates a new digital label. Finally,
VMA calls the smart contract interface to save the newMHT
root hash to generate a new transaction. IPFS will update the
database information.

Illegal tampering: As shown in Figure 6, if a third-level
attacker attacks the storage data in the IPFS cluster, this

Start

User send challenge

Storage node locate
data and make proof

VMA verify 
proof

Yes

No

Verify fail and
inform user

VMA compute MHT 
and match root value No

Yes

Verify success, 
file integrity 

End

Figure 5: Integrity verification flow chart.
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method can only select the data block number randomly
from the sample integrity verification by the user. From the
corresponding hash value found in the database, the file
block is obtained by using IPFS, and the integrity verification
operation is performed by the virtual machine agent.

If attacked by a first-level attacker, the data is illegally
tampered with and the hash value and the digital signature
corresponding to the data block in the database of the VMA
change, so the root hash value generated by the MHT is also
changed. Different from the value saved by the smart
contract in the blockchain, the tampering failed.

If attacked by a second-level attacker, the attack value
not only controls the virtual machine agent but also obtains
the user’s blockchain account and key and attempts to in-
voke the smart contract interface to modify the MHT root
hash of the file. If successful, the transaction record will be
left and saved by the other tenants; if it fails, the user will be
warned through the smart contract.

4.2. Certificate of Integrity Agreement. *is section will an-
alyze the security of the scheme and propose that the system
model may be attacked by three kinds of attacks [41] to solve
the possible threats.

Theorem 1. Proof of equality is whether it is established; if
established, the document is complete; otherwise, the docu-
ment has been tampered with.

:e proof is given as follows:

ℓ(B, v) · ℓ(D, v)
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(6)

Theorem 2. Forge attacks. If the data owner reuses a certain
secret value for different versions of data when generating a
signature, then in the storage node, the ECSP may forge the
data signature of the data block to deceive the verifier.

Proof. In the integrity verification mechanism, ECSP is not
feasible to forge audit evidence in order to pass verification.

Game Definition: *e user sends a challenge message to
the storage node of the ECSP through the VMA:

chal � IDX � i dxi|1≤ i≤ c, c≤ n􏼈 􏼉, R � ri|i ∈ IDX, r ∈ Ζp􏽮 􏽯􏼐 􏼑. (7)

In order to verify (5), the ECSP should send based on the
correct file, Audit evidence, but the ECSP constructed the
evidence from the wrong data.

proof � D′, B, T􏼚 􏼛,

D � 􏽙
k

j�0
u

h(M′)
j � 􏽙

k

j�0
u

􏽘
j j � 0k

􏽘
i∈IDX

h mij
′􏼐 􏼑

,

M′ � 􏽘
k

j�0
􏽘

i∈IDX
h mij
′􏼐 􏼑.

(8)

□

Definition h(∇mi) � h(mi
′) − h(mi), i ∈ IDX, at least

one element is nonzero. If ECSP falsified evidence still passes
VMA verification, ECSP wins the games, Otherwise, it fails.

Suppose ECSP won the game, according to the verifi-
cation (5),

ℓ(B, v) · ℓ D′, v( 􏼁≜ ℓ T, g2( 􏼁. (9)

According to the dual mapping u􏽐i∈IDXh(mi) �

u􏽐i∈IDXh(mi
′)⇒u􏽐i∈IDXh(∇mi) � 1, G is a step for the multipli-

cative cyclic group of a prime number p. *ere are elements
c1, c2 ∈ G,∃x ∈ Zp, c2 � cx

1 . *en u � cα1c
β
2 ∈ G,

u􏽐i∈IDXh(Δmi) � c
α􏽐i∈IDXh(Δmi)

1 · c
β􏽐i∈IDXh(Δmi)

2 � 1,
􏽐i∈IDEh(Δmi)≠ 0, β≠ 0, x � −α/β. *e probability of β � 0 is
1/p; then for the DL assumption 1 − 1/p, the probability of
solving contradicts the DL conjecture. *erefore, ECSP is
proved as unforgeability.

Theorem 3. Alternative attack, when the data block mi or
signature ti is lost, the ECSP may replace the user’s challenge
with another valid data and data signature.

Game Definition: The user sends a challenge message to
the storage node of the ECSP through the VMA:

chal � IDX � i dxi|1≤ i≤ c, c≤ n􏼈 􏼉,(

R � ri|i ∈ IDX, r ∈ Ζp􏽮 􏽯). (10)

In order to pass the verification equation above, the ECSP

should send audit evidence proof � D′, B, T􏼚 􏼛 based on the

correct document F. :e ECSP constructs data block evidence
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f − th(f ∈ IDX) instead of i − th(i ∈ IDX). If it is proved by
VMA and can still be verified, ECSP will win the game;

otherwise, it will fail. According to the properties of the bi-
linear map pair,
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(11)

If the above formula is established, bi is on behalf of the
data section number, then bi � bf, ti � tf. Because the
definition f≠ i, then ti ≠ tf. *erefore H(bi‖ti)≠H(bf

�����tf).
ECSP replaces data signature failure.

Theorem 4. Replay attacks; ECSP may not need to retrieve
stored data; use the previous response to the evidence or other
information to generate this evidence.

Proof. *e repeated attacks are defined as follows.*e VMA
sends a challenge request to the ECSP.

chal � IDX � i dxi|1≤ i≤ c, c≤ n􏼈 􏼉, R � ri|i ∈ IDX, r ∈ Ζp􏽮 􏽯􏼐 􏼑. (12)

ECSP responds with an audit certificate
proof � D′, B, T􏼈 􏼉. In the process of generating a proof, each
data block j − th(j ∈ IDX) is replaced by the previous

Strat
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Whether the integrity
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tampered with

Smart contracts were 
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Tampering is successful 
and the transaction records 
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End
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Figure 6: Illegal tampering with the flow chart.
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information. *is paper uses single quotes to separate the
previous parameter from the correct parameter, for example:
mj
′ is the previous data block, mj is the correct data block. If

this proof is still validated by third-party audits, ECSP will
resist replay attacks.

*is proof is similar to *eorem 3, the same data block
timestamps cannot be consistent. *at is
H(bj

�����tj)≠H(bj

�����tj
′) , ECSP will fail. □

5. Prototype System

*is paper uses advanced language (Solidity), which is
designed to compile code that generates code that can run on
the blockchain. *e entire system is divided into three parts:
Web client, VMA server, and blockchain API. As shown in
Figure 7, a Web client mainly allows users to upload files,
generate accounts address of blockchain and initiate chal-
lenges integrity verification operations. *e VMA server can
mainly preprocess files, respond to the challenge of integrity
verification, establishMHT, and interact with the blockchain
network by the blockchain API, such as account address
generation, smart contract creation, and IPFS storage.

5.1. System Overall Process. Figure 8 shows three important
functions of the prototype system: interacting with the ac-
count address generation, completing pretreatment, and
verifying data integrity.

5.2. Function to Achieve

5.2.1. Web Client Implementation. Upload files: Upload files
to the edge cloud VMA server, set the conditions of file
division, and control the size of data blocks.

Download File: Save the file to the edge cloud IPFS
cluster and obtain the source file based on the IPFS file
address.

Initiate the challenge: *e user selects the appropriate
number sent to the VMA for integrity challenges according
to the total number of files.

Register account address of blockchain: Provide user
name and password to be completed by the VMA server
registration.

5.2.2. VMA Server Implementation. Create a smart contract:
Use the blockchain account address call ABI of the smart
contract, and spend a certain token to generate a new
contract address which is used to save the MHT root hash.

Register accounts address of blockchain: *e account of
each blockchain is composed of a pair of public and private
keys, and the account address is 20-byte public key derived.
*e account uses public key encryption to sign the deal in
order to send a secure authentication identity of the person
in the blockchain network. *e private key is encrypted with
the password provided by the user. All blockchain opera-
tions are based on the address, and the same user can register
multiple account addresses to prevent privacy disclosure.

Query Information on the blockchain network:
According to the Transaction id or block number, the user

can query information of the blockchain to track changes to
files and postaudit.

Preprocess file: *e file is divided into data blocks
according to user requirements and then generates a digital
signature to calculate the MHT root hash value.

Verify challenge: According to the number ofWeb client
challenges, VMA obtains the source data block from the
ECSP, calculates the evidence, and verifies the data integrity.

5.2.3. Database Implementation. VMA database includes
three tables, namely: (1) Fileinfo table, and the digital data
signatures are being uploaded for integrity verification and
MHTgeneration; (2) Public table, record public information
and selected random number; (3) Users table, record the
account address and transaction id and other related
information.

6. Results and Discussion

6.1. Experimental Setup. *e following contents will design
experiments on this mechanism named Blockchain Proof of
Data Possession (BPDP). Four virtual machines are used to
simulate the VMA to form a blockchain network. Each
virtual machine has the whole module for integrity verifi-
cation. Users interact with the VMA through the web sys-
tem. *e integrity verification module uses JPBC (Java
Pairing Based Cryptography) version 2.0.0.*e elliptic curve
uses MNTd159 curve. *e basic domain size is 159, and the
embedding degree is 6. *e safety parameter selected ex-
periment is 80 bit. *e experiment in the system randomly
generated a fixed size of the file F, and each experimental
result takes the experimental average of 30 times.

6.2. Performance Analysis. At first, the integrity verification
protocol is performed based on the accuracy of sample
analysis. Assuming the total number of data blocks in the
edge server is n if the number of error data blocks is e and
corrupted data block ratio is pb � e/n . Assuming that t is the
ratio of the number of data blocks in each challenge to the
total number n, then the probability of illegal tampering
detected each time is as follows:

Web Client

Java Server

Blockchain API

Database
MySQL

Block i Block 
i+1

Block 
i+2

Block 
i+3

VMA

IPFS 
cluster

Blockchain 

Figure 7: System frame diagram.
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As shown in Figure 9, if the number of error data blocks
with the total number of data blocks ratio is 0.1%, the ac-
curacy of 99%, and the total number of data blocks is 10,000,
the number of challenge blocks is 4600. As shown in Fig-
ure 10, if the ratio of damage is 1%, then the number of
challenge blocks is 460. *erefore all integrity protocols
perform relatively poorly with less damage ratio. In the
paper preprocessing, MHT is constructed to store the root
hash of the file into the blockchain, which is twice used to
ensure the file is not tampered with after sample integrity
verification.

*e security parameter selected in this paper is 80 bit,
meaning |p| � 160 . *e storage cost of data signature is
n∗p/8, n is the number of data blocks. In order to achieve
data dynamic operation, the establishment of an index hash
table (IHTCost) spends storage cost is
n∗ (2∗p + 2 log n)/8. When the number of data segments
is fixed, the larger the data segment and the smaller the
number of formed data blocks will reduce the storage costs
of the index hash table, as shown in Figure 11.

*e most critical module of the prototype system is the
edge cloud data integrity verification module. As shown in
Figure 12, when the file block is too small, resulting in a
dramatic increase in the number of file blocks and consumes
longer pretreatment time. If the block is large, the number of

Web Client VMA Node Blockchain
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1.2 Generating account address

1.3 return address

2.1 upload data

Storage 
Node

2.2 preprocess

2.5 invoke smart contract, store MHT root hash value

2.3 store data

2.6 return TransactionId

2.4 return address pf IPFS

2.7 return result of storage

3.1 launch a challenge

3.4 compute proof

3.2 make MA for collecting proof
3.3 return proof

3.5 query MHT root hash value

3.6 return result3.4 return twice result

Figure 8: Prototype system time sequence diagram.
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data segments increases dramatically when the data block is
divided into data segments resulting in an increase in the
time for the generation of evidence. *e file is set to 1G, and

12S completes a series of integrity validation when the
number of data blocks is set reasonably.

Next, this paper analyzes the time costs of performing an
integrity verification in DHT-PA [10], IHT-PA [42], and the
BPDP. According to the accurate analysis of the verification,
it is assumed the case when the error ratio is 1%. *is paper
selects the appropriate number of challenge blocks in order
to achieve 99% accuracy. As shown in Figure 13, the ex-
periment shows that the preprocessing time is proportional
to the number of data blocks when processing the same size
data block (50KB). *e result analyzes that the time costs of
this paper are better than that of the same data block.

7. Conclusions

*e above analysis shows that users store data on the edge
cloud server and delegate the integrity verification of the
remote data to the VMA so as to reduce the burden on users
and eliminate the potential threats of third-party auditors.
VMA itself is in the edge cloud and reaches a protocol
consensus through information exchange in an unreliable,
potentially threatening network, enabling trusted integrity
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verification in an untrusted environment, protecting user
data integrity, and preventing data from being illegitimate
tampered with. In addition, the blockchain can save the
interaction information of user and ECSP and record the
nonrepudiation information which is manipulated by users’
operations in the edge cloud environment so as to collect
effective, reliable legal evidence to establish a perfect ac-
countability mechanism. *e next step will be to implement
the access control of smart contracts according to the
scheme, set access rights, and improve the control of user
data, so as to better protect user data. It is hoped that the
scheme can finally be put into production.
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