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Aiming at the problem of face morphing attack detection under mobile and resource-constrained conditions, a face morphing
detection method based on patch-level features and lightweight networks is proposed. It utilizes the combination of three blocks’
structures for learning. By outputting the probability of each bona fide or morphed face patches, the whole face features are
integrated for recognition. Experimental results and analysis show this method can significantly improve the detection accuracy of
face morphing attacks. Compared with the existing methods, this method has the characteristics of high computational efficiency
and strong robustness. It has great application potential in enhancing the security of the face recognition system.

1. Introduction

As an important biometric technology, face recognition has
been widely used for banks, hotels, transportation, and other
areas for identity verification. After the human’s face was
chosen by International Civil Aviation Organization (ICAO)
as a biometric feature in electronic machine-readable travel
documents (eMRTD) for assisting identity verification, face
recognition technology was gradually applied to Automatic
Border Control (ABC) system [1]. Recently, a variety of
attacks against face recognition systems appeared, among
which face morphing attack posed a serious threat to the
security of the existing face recognition systems (FRS) [2].

Face morphs include splicing morphs, complete morphs
[3], and combined morphs [4]. Generally, a morphed face
image is generated by two subjects. Complete morphs are a
result of warping and blending the entire image. Splicing
morphs use the convex hull representing a face and it is cut
from the input images. Combined morphs use Poisson
image editing to hide face and background. (en warp and
blend operations are performed. For splicing morphs and

combined morphs, the morphed image looks realistic be-
cause it is performed only in the face areas of two subjects,
while for the complete morphs, the morphing operation is
performed on the entire face, which usually leads to spurious
shadows and tremendous visual inconsistencies in the hair
region; therefore complete morphs are not appropriate for
the morphing attack. Ferrara et al. showed the feasibility of
face morphing attacks [2]. A criminal and an accomplice
generate a morphed face image, and it is visually similar to
the face images of criminal and accomplice, and it has both
biological characteristics.

An example of a morphed facial image is shown in
Figure 1. (e pictures are from the publicly available face
dataset Utrecht ECVP (http://omen.cs.unimagdeburg.de/
disclaimer/index.php). If the morphed face image is used
to apply for eMRTD, both the criminal and the accomplice
can use this eMRTD to cross the boundary, as well as the
FRS. Furthermore, the subsequent studies also proved the
vulnerability of the FRS to face morphing attacks [5–7].

To countermeasure face morphing attacks, some
methods have been proposed in recent years. Typical
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approaches include texture difference-based methods
[8–17], image source feature-based methods [18–21], image
quality-based methods [3, 22–24], and deep learning-based
methods [25–37]. Among them, deep learning-based
methods generally achieve good detection performance due
to their strong feature description and learning ability, and
deep learning can use nonlinear models to convert the
original input data layer by layer into high-level abstract
features. (erefore, methods based on deep learning have
generally achieved good detection performance in the fields
of image classification [38], image forensics [39, 40], face
antispoofing [41, 42], and face morph attack detection.
However, since deep learning models generally have large
computing costs and high source requirements, the existing
deep learning-based methods cannot be applied to resource-
constrained application scenarios, such as mobile and em-
bedded systems. To solve this problem, some lightweight
networks such as SENet [43], SqueezeNet [44], Mobile-
NetV2 [45], MobileNet-V3 [46], ShuffleNet [47], Shuff-
NetV2 [48], and Xception [49] have been successively
proposed, and they are designed for common image rec-
ognition tasks.

To detect morphed face images, a novel method based on
face patch-level features and lightweight networks is pro-
posed in this paper. (is method aims to make full use of the
existing dataset and extract features by using lightweight
convolution network. (e main contributions are summa-
rized as follows.

(i) A face patch-level feature learning approach is
proposed and a two-level classification model is
adopted. (e use of patch-level features can expand
the dataset and facilitate the extraction of identifi-
cation information.(e first-level classification uses
the lightweight network to output the probability
value of the face patch, and the second level of
classification integrates the patch features of the
whole face for discrimination. (e two-level clas-
sification helps to improve the detection
performance.

(ii) A lightweight network architecture for morphing
attack detection is designed. (e network adopts a
combination of three-block structures, and a lighter
ECA-Net attention mechanism module is added to
the inverted residual structure, which can reduce the
number of network parameters and maintain de-
tection accuracy.

(iii) A new face morphed dataset named FERET_M is
constructed based on the existing dataset. It in-
cludes 606 bona fide and 674 morphed face images.
(e experiments and cross-validation on three
datasets demonstrate that the proposed method can
achieve better face morphing attack detection
performance compared with the existing methods.

(e rest of the paper is organized as follows. (e related
work is introduced in Section 2. (e proposed method is

(a) (b) (c)

Figure 1: Example for a morphed face image (b) of subject 1(a) and subject 2(c). (e middle face images in the first, second, and third row are
called a splicing morphed image, combinedmorphed image, and complete morphed image, respectively. (a) Subject 1. (b) Morph. (c) Subject 2.
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described in Section 3. Experimental results and discussion
are provided in Section 4. Finally, some conclusions and
future works are drawn in Section 5.

2. Related Work

Currently, the existing face morphing attack detection
methods can be divided into four categories according to the
detection features used, namely, texture difference-based
methods, image source feature-based methods, image
quality-based methods, and deep learning-based methods.

2.1. Texture Difference-Based Method. In the proposed se-
cure scan design, the test authorization code is used to
manage scan operation. Normal scanning operation can
only be enabled by entering the correct test authorization
code. Due to the different texture features between the
morphed face image and the bona fide face image, some
image descriptors, such as Local Binary Patterns (LBP) [8],
Binarized Statistical Image Features (BSIF) [9], and Histo-
gram of Oriented Gradient (HOG) [10], have been suc-
cessively used for face morphing attack detection. In [11],
the authors proposed to identify the authenticity of the face
image using BSIF and Support Vector Machine (SVM).
Scherhag et al. proposed a multialgorithm fusion approach
to detect morphing attacks using LBP, BSIF, HOG, and other
features [12]. (en, a morphed face detection scheme based
on hybrid color features was put forward in [13]. A novel
algorithm is presented to detect the morphed images by
leveraging the collaborative representation of microtexture
features and deriving the information from different color
spaces [14]. In [15], the authors designed a morph attack
detection algorithm that leveraged an undecimated 2D
Discrete Wavelet Transform (2D-DWT) for identifying
morphed face images. Another work [16] also employed 2D-
DWT to highlight inconsistencies between a real and a
morphed image. In [17], a texture difference-based method
was the morphed face detection using facial landmarks. (e
current texture difference-based methods were all tested by a
single image dataset, and they have poor adaptability.

2.2. Image Source Feature-Based Method. Motivated by
image source identification, Zhang et al. proposed to detect
morphed faces by using the Fourier spectrum of sensor
pattern noise (FS-SPN) [18]. FS-SPN is extracted based on
guided image estimation, and the statistics of the specific
frequency difference between the morphed face image and
the bona fide face image are obtained and then input to SVM
for morphed face detection. In [19–21], Photo Response
Non-Uniformity (PRNU) is implemented for morphed face
detection. More specifically, the method in [20] is mainly
focused on the variance of PRNU-based features across
image cells, while the method in [19] is mainly based on the
analysis of spectral variation of PRNU caused by the
morphing process. In [21], it analyzes the spatial and spectral
features from PRNU patterns across image cells. Differences
features between bona fide and morphed images are esti-
mated during a threshold-selection stage using the Dresden

image database which is specifically built for PRNU analysis
in digital image forensics. However, image source features-
based methods are influenced by individual face morphing
algorithms, and the detection accuracy needs to be
improved.

2.3. Image Quality-Based Methods. Neubert et al. proposed
to detect face morphing attacks based on image degradation
[22]. By continuously analyzing the degradation process
(e.g., JPEG compression) and manually generating several
reference face images, the differences between the reference
images and the original images are analyzed for face
morphing attacks detection. Based on the observation that
real face images comply with Benford’s law, while morphed
face images do not follow this law,Makrushin et al. proposed
to detect face morphing forgeries based on Benford’s law
[23]. (e detection is carried out by fitting a logarithmic
curve to nine Benford features extracted from quantized
DCT coefficients, which is the decomposition of JPEG
compressed original and morphed face images. Besides, an
automatic morphed face generation and detection of visually
faultless facial morphs method was proposed in [3]. In [24],
a demorphing approach is proposed. (e live face image
captured in real-time is subtracted from the morphed face
image stored in the electronic document to obtain a
demorphed image, and then the demorphed image is
compared with the live face image by a specified threshold to
determine whether it is the bona fide face. However, since
the generation of the demorphed image depends on the prior
knowledge of the morphing operation and parameters, the
accuracy of demorphing is very limited.

2.4. Deep Learning-Based Methods. Presently, there are two
types of approaches for detecting face morphing attacks
using deep neural networks. One is to train a neural network
from scratch, and the other is to use a pretrained neural
network. In [25], a pretrained VGG19 [26] network was
utilized to detect face morphing attacks. In [27], three
convolutional neural networks, which were VGG19, Goo-
gLeNet [28], and AlexNet [29], were utilized for face
morphing attacks detection. After that, another morphing
attacks detection method based on CNNs was put forward in
[30]. (e feature level fusion of the first fully connected
layers of VGG19 and AlexNet is specifically fine-tuned. In
[31], the research showed that the facial features calculated
by the general face recognition system can be used for
morphing detection, while in [32], it was demonstrated that
the features extracted by the deep learning-based FRS are
feasible for differential morphing attack detection. A face
morphing attack using Generative Adversarial Networks
[33] was proposed in [34]. From a new perspective, an
innovative demorphing approach using a Generative
Adversarial Network, which was named as FD-GAN, was
proposed by Peng et al. [35]. (e symmetric dual network
architecture and two-level recovery losses were utilized to
separate the identity feature of the morphing accomplices.
Besides, a partial face manipulation-based morphing attack
was proposed to compromise the uniqueness of face
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templates in [36]. (e authors of [37] presented a novel
differential morph detection framework by utilizing land-
mark and appearance disentanglement.

From the above analysis, the detection error rate of the
general descriptors used for cross database face morphing
attack detection is still high, and the generalization of the
traditional algorithms is poor. (e image source features-
based methods are greatly affected by face morphing
processes, and the detection performance of the image
quality features-based methods is far from satisfactory.
Although the deep learning-based face morphing detection
methods can achieve good performance, it needs enough
datasets support. Meanwhile, the datasets samples are
limited in number of faces and attack types. If it is only
effective for a single morphed attack method, the algorithm
is easy to overfit. Furthermore, most of the existing
methods utilize whole face as the input of face morphing
detection, and the patch-level features of the face are not
fully considered. Because some algorithms can only achieve
good detection performance on a single dataset, it is
necessary to improve the robustness and generalization
ability across datasets. (erefore, a face morphing attack
detection method based on patch-level features and
lightweight networks is proposed in this paper to improve
the generality of the algorithm.

3. The Proposed Method

In this section, we will introduce the details of the proposed
method. (e overall framework is illustrated in Figure 2,
where face image preprocessing, lightweight network feature
extraction, and two-level classification are the essential parts
of the proposed method.

3.1. Face Image Preprocessing. (e motivations of using
patch-level features for image preprocessing are summarized
as follows:

(i) Discriminative information of face morphing de-
tection is presented in the whole facial area, while
the background region is redundant and will in-
terfere with the information. (e whole face is di-
vided into several fixed nonoverlapping regions and
the patch-level features of the face are used as the
input, which is helpful to extract more identification
information from the network. Furthermore, patch-
level feature analysis has achieved good detection
performance in image source feature-based
methods [19, 20].

(ii) (e patch-level features can be used to perform data
argumentation to datasets. For example, only 81
bona fide samples in FEI_M dataset are used for
training. After a segmentation with a specific patch
number N, the bona fide samples increase to 81×N.
Data augmentation can effectively increase the
amount of training data and improve the general-
ization and robustness of the detection model based
on deep learning.

(iii) Face morphing detection can be regarded as a bi-
nary classification problem. (e use of patch-level
features can effectively train the network model
proposed in this paper. Meanwhile, BagNet [38]
shows that a powerful image classification model
can be developed by using patch-level features.

Firstly, the face detection algorithm is used to detect the
input face image. Figure 3 shows the processing procedure of
the face datasets. For all bona fide or morphed faces, we use
OpenCV tool library to detect faces and obtain face images
and face rectangles. (e face rectangle lacks a certain
background area, so the interference information is reduced.
(en, for the detected face images, the face location algo-
rithm in the Dlib (http://dlib.net/) toolkit is used to detect 68
key points of the face, and the coordinates of the key points
are obtained. After obtaining the face region according to the
key point coordinates and face rectangle, the face is divided
into different patches by using the face patch-level algo-
rithm. Specifically, the length N of the local feature to be
designed is set to be 16 in this paper. (en, according to the
input requirements of the lightweight network, the cropped
face area is determined by the coordinates of the eye key
points, so as to obtain cropped local patch with the same size
96× 96 pixels [41]. (e usual patch-based approach divides
the whole face into several fixed overlapping regions. Each
patch is used to train an independent subnetwork. In this
paper, for each image, we train a lightweight CNN on
random patches extracted from the faces. We randomly crop
the face region according to the position of the eyes without
scaling the area and maintain the original resolution, so as to
maintain the discrimination ability.

3.2. Lightweight Network. In the face morphing attacks
detection algorithms, the networks with good detection
performance are generally very complex and have high
requirements for hardware resources. (e existing face
morph detection networks have the problems of large pa-
rameters and weak generalization ability. (erefore, this
paper focuses on the lightweight of network. One way is to
compress the trained network to obtain a relatively small
model. Another way is to design a small, representative
lightweight network design for training.

(erefore inspired by FeatherNets [42], a lightweight
network is proposed.(e following is a detailed introduction
to the lightweight network.

3.2.1. 2e Components of the Proposed Network. (e pro-
posed lightweight network is shown in Figure 4. It consists of
Block_1, Block_2, and Block_3. In particular, Block_1 is
reverse residual structure mentioned in MobileNetV2 [45],
which is mainly composed of Depthwise Separable Con-
volutions including a 1× 1 pointwise convolution, 3× 3
depthwise convolution, 1× 1 pointwise convolution, and
residual concatenation. Given the kernel size is n× n, k and
k’ are the input and output channels, respectively. (e
parameter of standard convolution is n× n× k× k’, and the
Depthwise Separable Convolution is n× n+ k× k’.
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(erefore, the deep separable convolution is used as the
main convolution in this paper. Block_2 is composed of two
parallel branches. (e right branch is a Depthwise Separable
Convolution, while the left branch includes a 3× 3 depthwise
convolution and a 1× 1 pointwise convolution. (e two
branches are connected, and it can learn more features
through the two branches. As illustrated in Xception [49],
deepening the network width can improve the network
performance. (us, Stride� 2 is assigned in the depthwise
convolution of Block_2, and it is also named as the
downsampling module. Here, Block_3 is specifically
designed in this paper. In order to solve the problem of
losing important feature information in the reduced con-
volution calculation, the channel attention module helps the
information flow in the network by learning the information
to be emphasized or suppressed. As a result, it adds the ECA-
Net module [50] to the reverse residual structure.

Attention mechanisms are essentially similar to human
selective visual attention. Generally speaking, it pays more

attention to key points and ignores other unimportant
factors. For example, when we look at a picture of someone
holding a table and a tree, when we look at it with our eyes,
people will become the focus of what we see. But for machine
detection, all objects are of equal importance.

As shown in Figure 3, although most face morph attack
detection algorithms perform face cropping preprocessing
steps, the importance of the four corners in the face and the
image is different, because in the existing face fusion al-
gorithms, only the face part is partially morphed, and the
edge information such as hair is redundant information.
(erefore, we believe that the attention mechanism can
improve the detection effect of facemorph attacks, allows the
network to adaptively learn more important features, and is
suitable for face morph attack detection, so we introduce the
attention mechanism into the lightweight network.

ECA-Net is an improvement of SENet. It does not reduce
the channel dimension, and it generates channel weights by
performing 1D convolution with size k. Here, k is adaptively

(a) (b) (c) (d)

Figure 3: Preprocessing procedure of face dataset. (a) Input face image. (b) Face location and location of 68 key points. (c) Rectangular
frame and face cropping. (d) Extract the face image patches; in this paper, the block length N is 16.
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Figure 4: (e main components of the proposed lightweight network. (a) Block_1. (b) Block_2. (c) Block_3.
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determined by a function of channel dimension C, and it is a
more lightweight channel attention mechanism, which has
been successfully employed to improve the accuracy of CNN
classification models. (erefore, the Block_3 can signifi-
cantly reduce the number of parameters while maintaining
performance gains. Attention-based layers can help to learn
feature regions to detect bona fide and morphed faces. (us,
Block_1, Block_2, and Block_3 constitute the main com-
ponents of the proposed lightweight network.

3.2.2. 2e Network Architecture. (e details of the proposed
lightweight network architecture are listed in Table 1. At the
beginning of the network, the input dimension of the patch-
level features of the face is 96× 96× 3, and the regular
convolution Conv2d (stride� 2) is used to extract and retain
more features. (e number of convolution kernels is 16, and
the size of the convolution kernel is 3× 3. (en, the
downsampling strategy of the Block_2 is used to reduce the
input to 24× 24× 24, which allows rapid reduction of the
feature map size. It greatly reduces the calculation workload
and parameters and can achieve faster speed. Block_1
module is the simplest one and it requires the least pa-
rameters among the three modules, so Block_1 is often used
in the network. Block_3 is applied after Block_2 to minimize
the loss of feature information due to downsampling of the
channel attention mechanism. Block_3 can be used for all
input channels above 40 to enhance the information in-
teraction between deep network channels. Additionally, an
ECA-Net module is also inserted after the second normal
convolution layer to improve the accuracy of the model with
appropriate parameters. (e subsequent pool layer and the
regular convolution layer are the final processes. (e use of
pool layers simplifies the model complexity and reduces
computation and memory consumption. Finally, a fully
connected layer acts as a classifier for the whole network.

In the deeper layers of the network, H-swish activation
function [46] is used, and it is defined by

h − swish[x] � x
RELU6(x + 3)

6
. (1)

(e use of H-swish can effectively improve the accuracy
of deep networks. (erefore, due to the computation
complexity, H-swish activation function is replaced with
Rectified Linear Unit and Sigmoid only when the input
channel of the proposed network is not less than 40. (at is,
in the proposed lightweight network, h-swish() is used when
nl�HS, and the ReLU() activation function is used when
nl�RE.

3.3. Classification. (e input faces will be divided into face
patches with fixed size. For each patch, it will be input to
the proposed lightweight network and converted into
probability value of each face patch. (e first-level
judgment is performed on each patch to determine
whether it is a bona fide one or a morphed one, and then
the second-level judgment is performed to make a final
decision. If the number of face patches determined as a
bona fide one is greater than that of face patches

determined as morphed ones, this input face is deter-
mined as a bona fide face; otherwise, the input face is
determined as a morphed face.

4. Experiment

In this section, we evaluate the effectiveness of the proposed
method. Since complete morphs will lead to apparent ar-
tifacts, they are not suitable for a morphing attack unless
they have undergone a manual retouch. (us, the experi-
ments are only carried out for splicing morphs and com-
bined morphs.

4.1. Datasets. In the experiments, three face morph datasets
FEI_M [18], HNU_FM [35], and a self-built FERET_M
dataset are used.

Each of the three datasets is divided into a noncrossed
training set, a validation set, and a test set, respectively. (e
training set is used to train the networkmodel, the validation
set is applied to adjust the hyperparameters, and the test set
is used to verify performance of the model.

(e FEI_M dataset is based on the public FEI face
datasets, constructed according to the face morph algorithm
in [3] with a fusion factor α� 0.5. It consists of 200 subjects
with 100 females and 100 males. FERET_M dataset is a new
dataset built by us, and it is derived from the FERETdataset
[51], which is a public face image dataset containing male
and female images taken under different acquisition con-
ditions with varying poses, facial expressions, and ages. (e
subjects suitable for face morph are manually selected from
the color FERET dataset to build the new face morphing
dataset with the standard morphing algorithm [4], where the
pixel fusion factor α is fixed as 0.5. It consists of 303 subjects
with 98 females and 205 males. (e details of the FEI_M
dataset and FERET_M dataset are listed in Table 2.

HNU_FM dataset is composed of four subdatasets
FaceMDB1, FaceMDB2, FaceMDB3, and FaceMDB4, which
are generated according to different pixel fusion factors α
and location fusion factors β. (ere are 63 subjects, in-
cluding 27 females and 36 males. A detailed description of
the HNU_FM dataset is provided in Table 3. For FaceMDB1
dataset, the pixel fusion factors α and the location fusion
factors β are both 0.5. For the FaceMDB2 dataset, the pixel
fusion factor α is fixed to 0.5 and the location fusion factor β
varies between 0.1 and 0.9. For the FaceMDB3 dataset, the
pixel fusion factor α varies between 0.1 and 0.9, and the
location fusion factor β is fixed to 0.5. For FaceMDB4, the
pixel fusion factor α and the location fusion factor β both
vary between 0.1 and 0.9.

4.2. Experimental Setup and Evaluation Criteria. Instead of
the input of the traditional convolutional neural networks,
the input size is 96× 96 and Stochastic Gradient Descent
(SGD) is utilized as the optimizer. (e learning rate starts
from 0.1 and it is adjusted using cosine annealing [52] with a
cross-entropy loss function. Weight decay and momentum
are set to 0.0001 and 0.9, respectively.
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(e standardized ISO metrics Attack Presentation
Classification Error Rate (APCER), Bona Fide Presentation
Error Rate (BPCER), and Average Classification Error Rate
(ACER) are used to evaluate the overall detection perfor-
mance. APCER, BPCE, and ACER are, respectively, defined
as follows:

APCER: proportion of attack presentations incorrectly
classified as bona fide presentations in a specific scenario.

BPCER: proportion of bona fide presentations incor-
rectly classified as presentation attacks in a specific scenario.

ACER: the average of the sum of APCER and BPCER.

4.3. Experimental Results and Discussion. As complete
morphs can lead to obvious artifacts unless they are man-
ually trimmed, they are not suitable for morphing attacks.

(us, the experiments are only performed to splicing
morphs and combined morphs.

Similarly, the general steps of automatically generating
the morphed facial image are as follows [35]. (a) Locate the
key points of the morphed facial image, (b) warp the
morphed facial image through Delaunay triangulation, and
(c) blend the morphed facial image through pixel fusion.

For nondeep learning methods, public codes are often
used for preprocessing and experiments [18]. According to
the face deformation algorithm, the identification infor-
mation of face deformation attack detection often exists in
the face, and the background area is redundant, which is the
interference information of face fusion attack detection.
(erefore, in the preprocessing stage for the method
based on deep learning, the face detector of Dlib library
(http://dlib.net/) is used to detect the face of the input image,

Table 3: HNU_FM dataset.
Dataset Subset #Bona fide #Splicing morphs

FaceMDB1
Training set 1121 1121
Validation set 564 330
Testing set 566 377

FaceMDB2
Training set 1121 1125
Validation set 564 567
Testing set 566 567

FaceMDB3
Training set 1121 1125
Validation set 564 567
Testing set 566 567

FaceMDB4
Training set 1121 1134
Validation set 564 567
Testing set 566 567

Table 1: (e details of the proposed lightweight network.
Input Operator Exp size #out NL
96× 96× 3 Conv2d — 16 RE
48× 48×16 Block_2 24 24 RE
24× 24× 24 Block_1 24 24 RE
24× 24× 24 Block_3 24 24 RE
24× 24× 24 Block_2 96 40 RE
12×12× 40 4×Block_1 160 40 RE
12×12× 40 Block_3 160 40 RE
12×12× 40 Block_2 120 48 HS
6× 6× 48 Block_3 144 48 HS
6× 6× 48 Block_3 240 96 HS
6× 6× 96 Block_3 480 96 HS
6× 6× 96 Conv2d — 256 HS
6× 6× 256 Pool,6× 6 — — —
1× 1× 256 Conv2d — 1024 HS
1× 1× 1024 Conv2d — 2

Table 2: FEI_M dataset and FERET_M dataset.
Dataset Subset #Bona fide #Splicing morphs

FEI_M
Training set 81 6480
Validation set 20 380
Testing set 99 3702

FERET_M
Training set 459 516
Validation set 46 54
Testing set 101 104

Security and Communication Networks 7
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and the detected face is aligned with the face. It combines
with clipping operations to ensure that the algorithm is only
used for face regions. In this paper we add patch-level
processing to face preprocessing.

4.3.1. Single Dataset Test. To evaluate the detection per-
formance of the proposed method, a comparative analysis is
performed on the HNU_FM, FEI_M, and FERET_M
datasets with 7 methods.

(e experimental results on the HNU_FM dataset are
listed in Table 4. It can be found that FS-SPN [18] can
achieve the best APCER, while ResNet50 [53], MobileNetV2
[45], and the proposed method can obtain the best BPCER
from FaceMDB1 to FaceMDB2 datasets (all are 0). Mobi-
leNetV2 [45] achieved the best ACER on FaceMDB2, FS-
SPN [18] achieved the best ACER on FaceMDB4, and the
best detection results on FaceMDB1 and FaceMDB3
belonged to the proposed method. Meanwhile, comparing
the results on FaceMDB1 with those on FaceMDB3, the
overall detection performance on FaceMDB3 is better than
that on FaceMDB1. (is is because the pixel fusion factor α
of the FaceMDB3 dataset is not 0.5, and they are less likely to
pass the face recognition system. In addition, the experi-
mental results also demonstrate that the location fusion
factor β has little impact on the detection.

(e experimental results on FEI_M dataset are listed in
Table 5. It can be found that FS-SPN [18] can achieve the best
BPCER and ACER, while for the proposed method, it can
obtain the best BPCER, and its ACER ranks the second after
FS-SPN [18]. Since the number of bona fide on the FEI_M
dataset is much smaller than the number of morphed face
images, the samples of the dataset are unbalanced.(erefore,
in general, BPCER is higher than APCER.

(e experimental results on FERET_M dataset are listed
in Table 6. It can be found the proposed method can achieve
the best BPCER and ACER.

Considering the results on three image datasets, FS-SPN
[18] can obtain the best performance among the nondeep
learning methods. However, the detection performance of
the deep learning-based methods is better than that of the
nondeep learning methods on the whole. As the data volume
is important to the performance of deep learning-based
methods, the results on large sample image dataset are more
convincing than those on small sample image dataset. (e
results of the proposedmethod onHNU_FM and FERET_M
outperform most of the existing methods, which indicates
the good performance of the proposed method on single
dataset test.

4.3.2. Across Dataset Test. To evaluate the generality of the
proposed method, comparative experiments are conducted
to seven methods. In the across dataset test, one of three
image datasets FEI_M, FaceMDB1, and FERET_M is used as
training dataset, and the other two image datasets are used as
test datasets; the results are listed in Tables 7–9, respectively.

As shown in Table 7, when the detection methods are
trained by FEI_M and tested by FaceMDB1, it can be found
that FS-SPN [18] can achieve the best APCER, while the

proposed method can obtain the best BPCER. When the
detection methods are trained by FEI_M and tested by
FERET_M, FS-SPN [18] can achieve the best APCER, while
the proposed method can obtain the best BPCER and ACER.

Although the APCER of FS-SPN [18] is low, the BPCER
is very high. (e experimental results based on nondeep
learning methods further illustrate that the generalization
performance of traditional texture feature methods is poor.
From the experimental results of ResNet [53] and Mobi-
leNetV2 [45], the method based on deep learning has good
generalization ability.

Because of the imbalance of the FEI_M dataset, larger-
scale samples may lead to overfitting and it is also easy to
reduce the generalization ability of the model. When it is
trained on the FEI_M dataset, the detection accuracy of most
samples is high, and that of a few samples is low. Due to the
use of a large number of datasets for enhancement, the
method proposed in this paper suppresses this problem to a
certain extent. (erefore, from the overall experimental
results, a better ACER can be achieved.

As seen in Table 8, when the detection methods are
trained by FaceMDB1 and tested by FEI_M dataset, it can be
found that FS-SPN [18] can achieve the best APCER,
MobileNetV2 [45], and the proposed method can obtain the
best BPCER. MobileNetV2 [45] can achieve the best ACER.
When the detection methods are trained by FaceMDB1 and
tested by FERET_M, the proposed method can obtain the
best BPCER and the best ACER.

From the overall experimental results in Table 8, the
generalization performance of HOG [9], BSIF [10], and FS-
SPN [18] tested on the FEI_M and FERET_M datasets is also
very poor. (e ACER results of the three methods are about
50%, which is close to random guess. (e detection per-
formance of the method based on deep learning is also better
than the above three methods.

As seen in Table 9, when the detection methods are
trained by FERET_M and tested by FEI_M, it can be found
that BSIF [10] can achieve the best APCER, the proposed
method can obtain the best BPCER, and ResNet50 [53] can
achieve the best ACER. When the detection methods are
trained by FERETM and tested by FaceMDB1, BSIF [10] can
achieve the best APCER and the proposed method can
obtain the best ACER. MobileNetV2 [45] and the proposed
method can obtain the best BPCER.

From the experimental results of Table 8 and Table 9, the
difference between the datasets has a great impact on the
detection results. When tested on the FaceMDB1 dataset
(trained on the FERET_M dataset), the detection perfor-
mance of all algorithms is much lower than that on the
FERET_M dataset. (is result is attributed to the difference
between the bond fide of the two datasets.

In summary, when the detection methods are tested on
FERET_M and FEI_M datasets, the overall detection per-
formance is very poor due to the small number of the
validation sets in the two datasets. (us, it can be found that
the number of positive and negative samples in the dataset
has significant impact on the generalization performance of
the face morphing attack detection, especially for methods
based on deep learning. It can be also found that the model
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Table 4: Performance comparison of different methods on HNU_FM dataset (%).

Method FaceMDB1 FaceMDB2 FaceMDB3 FaceMDB4
APCER BPCER ACER APCER BPCER ACER APCER BPCER ACER APCER BPCER ACER

HOG [9] 41.33 8.33 24.83 48.68 0.17 24.43 45.86 0.88 23.37 48.68 0.35 24.52
BSIF [10] 28.64 16.96 22.80 35.44 13.25 24.35 30.15 30.56 30.36 31.39 37.27 34.33
FS-SPN [18] 0 1.86 0.93 0 2.12 1.06 0 2.30 1.15 1.40 0.18 0.79
VGG19 [26] 27.32 1.22 14.27 23.28 0.88 12.08 37.21 0.35 18.78 36.86 1.06 18.96
ResNet50 [53] 3.98 0 1.95 2.12 0 1.06 2.47 0 1.24 3.35 0 1.68
SqueezeNet1_1 [39] 7.96 0 3.98 5.29 0.88 3.09 2.29 0.35 1.32 5.47 5.30 5.39
MobileNet V2 [40] 4.51 0 2.26 0.70 0 0.35 11.99 1.06 6.53 6.02 0 3.01
Proposed 1.33 0 0.67 1.76 0 0.88 1.23 0 0.62 1.59 0 0.80

Table 5: Performance comparison of different methods on FEI_M dataset (%).
Method APCER BPCER ACER
HOG [9] 9.33 11.01 10.17
BSIF [10] 3.13 13.13 8.13
FS-SPN [18] 1.12 0 0.56
VGG19 [26] 1.94 4.04 2.99
ResNet50 [53] 0 3.03 1.56
SqueezeNet1_1 [44] 0.27 5.05 2.66
MobileNet V2 [45] 0 3.03 1.52
Proposed 1.98 0 0.99

Table 6: Performance comparison of different methods on FERET_M dataset (%).
Method APCER BPCER ACER
HOG [9] 38.46 33.66 36.06
BSIF [10] 16.35 29.70 23.03
FS-SPN [18] 19.80 15.38 17.59
VGG19 [26] 23.07 17.68 20.38
ResNet50 [53] 12.73 7.07 11.80
SqueezeNet1_1 [44] 14.59 10.42 12.51
MobileNetV2 [45] 9.91 3.89 6.9
Proposed 9.91 1.98 5.95

Table 7: Comparative results of cross dataset test (trained by FEI_M) (%).

Method
Trained by FEI_M

Tested by FaceMDB1 Tested by FERET_M
APCER BPCER ACER APCER BPCER ACER

HOG [9] 15.38 72.61 44.00 21.78 72.12 46.95
BSIF [10] 14.42 66.61 40.52 2.97 89.11 46.04
FS-SPN [18] 5.30 68.90 37.10 1.98 89.11 45.55
VGG19 [26] 18.04 57.07 37.55 25.96 69.31 47.64
ResNet50 [53] 7.96 42.40 25.18 8.65 50.50 29.58
SqueezeNet1_1 [44] 10.61 44.17 27.39 14.42 54.46 34.44
MobileNet V2 [45] 7.96 35.51 21.74 12.50 35.64 24.07
Proposed 21.22 0 10.61 27.72 0 13.86

Table 8: Comparative results of cross dataset test (trained by FaceMDB1) (%).

Method
Trained by FaceMDB1

Tested by FEI_M Tested by FERET_M
APCER BPCER ACER APCER BPCER ACER

HOG [9] 28.40 64.00 46.20 77.88 34.65 56.27
BSIF [10] 29.92 55.56 42.74 72.12 27.72 49.92
FS-SPN [18] 0.63 92.93 46.78 77.88 3.96 40.92
VGG19 [26] 25.77 45.45 35.61 52.88 39.60 46.24
ResNet50 [53] 15.46 30.30 22.88 37.50 25.74 31.62
SqueezeNet1_1 [44] 17.53 34.34 25.94 40.38 29.70 35.04
MobileNet V2 [45] 8.14 0 4.07 12.73 7.07 9.9
Proposed 9.07 0 4.54 8.65 3.89 6.27
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strategy trained on the FERET_M dataset is better than the
other two datasets. (is is because the face images in
FERET_M dataset contain more changes. (e above results
show that the generalization ability of deep learning-based
methods outperforms nondeep learning methods, and the
proposed method can achieve the better overall perfor-
mance. However, it can be seen from the results that the
proposed method is more biased towards bona fides, so the
generalization performance still needs to be improved.

4.4. Analysis of NetworkModel Parameters. To further verify
whether the proposed network meets the requirements of a
lightweight network, the parameter sizes of different net-
works are compared and analyzed. (e metrics for evalu-
ating the size of network parameters include the parameter
size of the networkmodel generated by Pytorch (Parameter).
In addition, the number of floating-point operations per
second (FLOPS) is also presented. (e Params and FLOPS
for different models are listed in Table 10. It can be seen that
the parameter size of the proposed method is only 0.57M
and its FLOPS is only 25.10M, which are significantly lower
than those of the other networks.

5. Conclusion and Future Works

In this paper, a face morphing attack detection method
based on patch-level features and lightweight networks is
proposed. By using patch-level features, not only is the
dataset increased, but the ability of face representation is
improved. Meanwhile, the proposed three-block combined
lightweight networks help to reduce the number of network
parameters. (e experiments on 3 datasets and comparative
analysis with some state-of-the-art methods show that the
proposed method can achieve better detection performance
with less network model parameters and operations. Fur-
thermore, the cross datasets test also illustrates the good
robustness ability of the proposed method. However, since

the dataset in this paper is not comprehensive enough and
the postprocessing of morphing attack using digital images is
not considered, the performance of the method needs fur-
ther analysis and validation. In the evaluation criteria, the
threshold relationship in the selected indicators is not
considered. (ese are the places we will consider in the
future. Our future work will also focus on how to enhance
the robustness and generality of lightweight network against
morphing attacks.
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