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With the development of economy and information technology, a large amount of invoice information has been produced. As one
of the important components of the industrial Internet of +ings, the recognition of invoice information is urgent to realize its
intelligent recognition. Most invoice issuing units basically adopt traditional manual identification methods for the processing of
invoices. As the number of invoices increases, problems such as low efficiency in identifying invoice information, error-prone, and
difficulty in ensuring security frequently appear. In response to the above problems, this paper designs and implements an invoice
information recognition system based on deep learning. +e system first solves the problems of low image contrast and lack of
image due to poor lighting or noise effects by image preprocessing methods such as image graying and normalization. Second, a
target detection and invoice recognition method based on the combination of YOLOv3 +CRNN two models is proposed, and an
end-to-end invoice information recognition model is obtained. Finally, the model is used to develop an invoice detection and
recognition system based on deep learning. Experiments have verified that the system has the characteristics of high recognition
accuracy and high efficiency, which can accurately identify invoice content information and reduce the loss of manpower and
material resources.

1. Introduction

Foreign research on invoice recognition system originated in
the 1960s and 1970s. But, most research is only on methods
of invoice recognition and digital recognition. +e concept
of OCR (Optical Character Recognition) technology was
first proposed by German scientist Tausheck in 1929. As an
important part of pattern recognition, OCR is used to
identify the information in the image and extract it into
computer readable [1]. Until about the 1960s, Japan began to
study the basic recognition theory of OCR. After more than
ten years of research, it developed a simple recognition
system such as postal code recognition, which realized the
automatic recognition of codes on mails [2]. After 1970,
China began to study OCR technology and first carried out
relevant research on Chinese character recognition. Until
1986, Tsinghua University and other universities developed
an invoice recognition system based on OCR technology,
and Chinese OCR invoice recognition products came out
[3]. Due to the low recognition rate of the early invoice

system and insufficient productization, it has not been
popularized in life. With the rise of artificial intelligence,
more systems for invoice recognition have begun to appear
on the market. For example, Baidu’s OCR recognition
system and Tencent’s OCR recognition system both use in-
depth learning to detect and recognize invoice information
[4].

Once deep learning has emerged, it has been widely used
in speech recognition, image recognition, and natural lan-
guage processing. In 2011, Google applied deep learning to
speech recognition and successfully reduced the error rate
[5, 6]. In the field of image recognition, researchers have
further proposed a large-scale deep convolutional neural
network, which reduces the error detection rate to 15.3% [7].
In 2015, He et al. proposed the ResNet architecture to
improve the accuracy of the algorithm by increasing the
amount of data during training [8]. Deep learning has de-
veloped rapidly in image recognition, and target detection
technology has been applied to text localization in natural
scenes. Girshick et al. proposed that R-CNN successfully
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applied deep learning to target detection. First, the selective
search algorithm was used to select candidate boxes, and
then the candidate boxes were sent to the convolutional
neural network for classification, but the extracted candidate
boxes overlapped a lot, and feature extraction redundancy
exists [9, 10]. Later, the improved FastR-CNN algorithm in
the research inputs the entire image into the convolutional
neural network and then maps the candidate frame on the
feature map, avoiding repeated feature extraction and im-
proving the training speed [11].+e concept of anchor frame
is proposed in Faster R-CNN in [12], and the extraction of
candidate frames is also realized by convolutional network,
which effectively reduces the selection time of candidate
frames. Dai et al. proposed to integrate the target location
information into the ROI pooling layer to construct a lo-
cation-sensitive score map, which effectively solves the
problem of the destruction of the translation invariance of
the convolutional network [13]. In order to adapt features to
targets of different sizes, Lin et al. proposed a feature pyr-
amid structure for small target detection [14]. Although the
above-mentioned algorithm has high detection accuracy, it
cannot achieve a real-time effect. In order to solve the ef-
ficiency problem, Redmon et al. proposed to use a single-
structure convolutional neural network to directly predict
the location and category of the target, but the accuracy is
slightly lower [15]. Later, an improved YOLOv2 algorithm
[16] was proposed, and a batch normalization layer [17]
(Batch Normalization) was added on the basis of YOLOv1 to
speed up training, and anchor boxes and higher resolution
classifiers were used to improve accuracy. Literature [18]
improved the YOLOv2 network by changing the screening
rules of the candidate frame and othermethods and achieved
relatively ideal results in the task of positioning the invoice
recognition image. In 2014, Liu et al. proposed the SSD
algorithm, which takes into account both speed and accu-
racy, but the shallow feature expression ability of its pre-
diction layer is not strong [19]. In order to strengthen the
expressive ability of shallow features, Fu et al. proposed to
use deconvolution to add contextual information to the
feature map, and the accuracy of the model was further
improved [20]. After YOLOv2, Redmon proposed the third
version of the YOLO series, YOLOv3 [21]. +is algorithm
uses Faster R-CNN to extract features to improve the speed
of target detection, which is very suitable for natural scenes
with multiple anticounterfeit feature detection in invoices.

In order to meet the requirements of efficiently identi-
fying invoice data in engineering applications, this paper
first uses the YOLOv3 algorithm for text target detection
training. Second, the deep learning CRNN model is used to
identify the content of the invoice. Finally, the two models
are combined to obtain an end-to-end invoice recognition

model, which is verified by the test set, and the recognition
result is compared with the recognition result of the tra-
ditional OCR technology.

2. Invoice Recognition System Based on
Deep Learning

2.1. Invoice Detection Based on YOLOv3 Algorithm. +e
YOLO algorithm (You Only Look Once, YOLO) is a neural
network model that can identify and detect objects and text.
+e execution process of the algorithm is mainly divided
into two parts: (1) first classify the object; (2) identify the
position of the object in the picture. Because YOLO’s unique
end-to-end design method simplifies object detection into a
single regression problem, it avoids the problem of slow
running speed and difficult model convergence. +e
emergence of the YOLO algorithm gives new ideas to the
target detection task. +e algorithm combines the two tasks
of positioning and classification to make the image detection
speedmeet the requirements of real-time detection. YOLO is
composed of four parts: input layer, convolution layer,
pooling layer, and fully connected layer. Its network
structure model is shown in Figure 1.

YOLO extracts the feature value through the convolu-
tional layer CNN, and the final result of the predicted value is
completed through the fully connected layer. As shown in
Figure 1, among the 24 convolutional layers, channel re-
duction is first performed by 1× 1 convolution, and then
3× 3 convolution processing is used. In the convolution and
fully connected layers, Leaky ReLU is used to activate the
function: max (x, 0.1x), and YOLO uses a mean square error
loss function. +e positioning error refers to the error of the
bounding box coordinate prediction. +e calculation of the
error uses a weight value of λco ord � 5. +e confidence of the
bounding box containing the target and the bounding box
not including the target is calculated, and the other weight
values are set as 1, using the mean square error of the model
as the loss function. For bounding boxes with inconsistent
sizes, the actual smaller bounding box is more sensitive. In
order to solve the above phenomenon, the model changes
the predicted value to (x, y,
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each cell can predict multiple bounding boxes, and each
bounding box corresponds to the corresponding category.
Select the bounding box with the largest IOU with the
ground truth for the task of predicting the target. Other
bounding boxes will ignore the existence of the target to
obtain a specialized cell corresponding to the bounding box.
For the bounding box that does not have a corresponding
target, its error term is confidence.+e loss function formula
of YOLO is shown in the following formula:
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+e YOLOv3 algorithm used in this paper combines
the advantages of other algorithms with the YOLO al-
gorithm so that the algorithm further improves the ac-
curacy of model detection while maintaining the speed
advantage, especially for small target tasks. +e im-
provement of the detection ability is more obvious.
YOLOv3 improves model performance mainly by
adjusting the network structure. +is method uses the new
backbone network Darknet-53, and at the same time, it
uses multiscale features to detect target tasks by con-
structing an FPN network. +e Darknet-53 network
structure has 53 convolutional layers, which combines the
advantages of the residual network with shortcut con-
nections between some layers. +e specific structure of
Darknet-53 is shown in Figure 2.

YOLOv3 mainly uses the remaining 52-layer network
structure of darknet-53 except for the fully connected layer.
In order to improve the accuracy of the algorithm for
detecting small target tasks, YOLOv3 uses a fusion method
similar to FPN to perform detection onmultiple scale feature
maps. +e 3 prediction routes of YOLOv3 are for three
convolutional structural layers; the number of convolution
kernels in the last convolutional layer is 255, which is for the
80 categories of the COCO data set: 3 ∗ (80 + 4+1)� 255,
where 3 represents that a grid cell contains 3 bounding
boxes, 4 represents the 4 coordinate information selected by
the box, and 1 represents the objectness score. In the
Darknet-53 network, 256 ∗ 256 ∗ 3 is used as input, and the
leftmost column of numbers represents repeated residual
components. Each residual component has two convolu-
tional layers and a shortcut link. +e residual component of
the specific direct connection method is shown in Figure 3.
Input x to the output process, and the output result is
f(x)+ x. When f(x)� 0, H(x)� x, at this time, the residual
result approaches 0, and the model converges.

YOLOv2 uses the pass-through structure to identify and
detect fine-grained features, while the YOLOv3 method uses
three different scale feature maps to identify and detect
objects based on the YOLOv2 method. Among them, in the
first scale, some convolutional layers are added after the
traditional basic network for sampling, the sampling mul-
tiple is high, and the perception field is large, so this scale is
suitable for large object detection; the second scale is from
the 79th layer upwards; convolution and sampling are added
to the last 16×16 feature map. +is scale is suitable for
medium-sized object detection; the third-scale tree uses a
32× 32 feature map, which is suitable for small object de-
tection. YOLOv3 extends the K-means clustering of
YOLOv2, which takes the form of a priori frame size, sets 3 a
priori frames for each downsampling scale, and finally
clusters a priori frames of 9 sizes. See Table 1 for the specific
allocation of a priori boxes of 9 scales.

As shown in Table 1, when the feature map is on a 13×13
feature map with a larger receptive field, a larger prior frame
is needed to detect a larger target. When on a 26× 26 feature
map, a medium a priori box needs to be used to detect
medium-sized objects. When on the 52× 52 minimum re-
ceptive field feature map, a smaller prior frame is needed to
detect smaller objects.

Unlike YOLOv1 and YOLOv2, which both use the mean
square error as the loss function, YOLOv3 uses the cross-
entropy loss function to calculate the coordinate loss.
YOLOv3 improves the category prediction function, and the
softmax layer will no longer be used. +e essence of the
softmax layer in the classification network is that a category
contains an attribute, such as an image or an object. But
when in a complex scene, an object can contain multiple
categories. For example, there are two categories of woman
and person in the category of people, and there is a woman in
an image, which corresponds to the category label in the
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Figure 1: YOLO network structure diagram.
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model detection result. +ere are two classes of woman and
person at the same time, which belong to the multilabel
classification. For this type of problem, softmax will choose
the category with the largest prediction probability, which
will eventually result in only one category being detected by

woman and person. In order to solve the above problems,
YOLOv3 uses a logistic regression layer for classification to
obtain different categories. +e logistic regression layer uses
the sigmoid function. +e sigmoid function can control the
output between 0 and 1. +erefore, the sigmoid function is
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Figure 3: Schematic diagram of the residual group structure.

Table 1: A priori box allocation resources.

Feature map 13 ∗ 13 26 ∗ 26 52 ∗ 52
Receptive field Big Middle Small
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Figure 2: Darknet-53 structure details.

4 Security and Communication Networks



used to control the output of a certain category after the
feature is extracted. +e value is greater than 0.5. It can be
seen that this category belongs to this category; otherwise, it
does not belong to this category, so that a box can predict
multiple categories in this image, and the cost function here
is the cross entropy of sigmoid. +e IoU loss function and
focal loss are used in the YOLOv3 target detection algo-
rithm, and 1-GIoU is directly used as the bounding box
regression loss function to replace the original mean square
error and loss function. +e focal loss based on the cross-
entropy loss is used as the loss function of the confidence of
the bounding box object. +e target classification loss uses
the classical cross entropy as the loss function, using the
GIoU loss function and the focal loss function, and the
resulting YOLOv3 loss function is shown in the following
formula:

loss � b boxloss + confidenceloss + classloss
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In the bounding box regression loss function (bboxloss)
part, the original mean square error and loss function are
replaced by the GIoU loss function. +e loss function also
adds the focus loss to the boundary box confidence cross
entropy loss function, so as to balance the loss proportion of
easy samples and difficult samples.

2.2. CRNN-Based Invoice Edge Detection and Recognition.
In order to accurately extract the information in the in-
voice, it is necessary to detect and identify the boundary of
the detected invoice. What edge detection can do is to
identify the points with obvious brightness changes in the
digital image. +is process can discard the redundant in-
formation in the image, thereby reducing some unneces-
sary processing. +is method improves the information
extraction rate. At the same time, important boundary
information in the image is retained. +is paper uses the
CRNN (Convolutional Recurrent Neural Network) to
detect the edges of invoices. +is network recognizes text
sequences of variable length end-to-end, so there is no need
to cut individual texts in advance but convert text recog-
nition into a sequence learning problem dependent on
timing, that is, image-based sequence recognition.
According to the characteristics of Chinese handwriting
recognition, this paper improves the CRNN network in
order to solve the problem of Chinese handwriting rec-
ognition. +e network structure of the improved CRNN is
composed of three parts, which from bottom to top are the
Deep Convolutional Layer, Recurrent Layer, and Tran-
scription Layer. +e structure of CRNN is shown in
Figure 4.

+e specific steps of CRNNmodel training are as follows:

Step 1. According to the input requirements of the CRNN 7
model, process the data, generate a large batch of invoice
sample data, divide the data into the test set and the training
set according to the ratio of 9 :1, and label the image
according to the requirements of the CRNN training set.

Step 2. According to the generated data set, set the three
major parameters.

Step 3. Design the loss function calculation method in
training.

Step 4. Design the entire network training process, loop
each epoch, and perform model verification and model
storage when the specified number of iterations is reached.
+e specific process is shown in Figure 5.

3. Experiment

In this paper, the invoice image data is obtained through a
scanner device. However, in the process of collecting data,
the invoice image will have some noise effects due to en-
vironmental changes and improper human operations.
+erefore, this paper first preprocesses the invoice data. +e
process of image preprocessing in this paper includes op-
erations such as normalization, grayscale, and edge detection
of the original image, and finally, a binary image whose size
meets themodel input is obtained through the preprocessing
operation. Since the invoice is usually placed randomly by
hand during scanning, there will be a certain angle of

Input image

Convolutional
feature maps

Convolutional
feature maps

Feature
sequence

Deep
bidirectional
LSTM

Per-frame
predictions
(disbritutions)

Predicted
sequence"state"

Transcription
Layer

Recurrent
Layers

Convolutional
Layers

…

……

…
……

…

…

S tt taa e- --

Figure 4: Schematic diagram of CRNN structure.
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inclination. In order to reduce the influence on the subse-
quent information area positioning and character cutting,
this paper uses the Hough line detection method to correct
the inclination of the invoice image.

3.1. Experimental Environment. +e experiment in this
paper is to complete programming and testing on a PC, and
the operating system is Windows 7, 64 bits. +e program-
ming language is C++, and the system interface is built with
MFC. +e OpenCV library is needed for image processing,
and the LibXL library is needed for data logging to Excel.+e
experimental environment of this system is shown in
Table 2.

OpenCV library is an open-source machine vision de-
velopment library commonly used at present, which already
contains many general algorithms, and the image processing
of this system is used for development. MuPDF library is a
powerful PDF parser. It is used in this system to convert
scanned pdf format images into jpg image format. LibXL
library is a package library that implements Excel operations,
which is used to automatically save the information rec-
ognition results to an Excel table.

3.2.CollectionofDataSets. +ecollection of invoice images is
the initial step of the operation of the entire system.+ere are
generally three methods for collecting invoice images. +e
first is to capture dynamic video through a camera. +is
method obtains the invoice data picture by intercepting the
invoice information in the video. +is process is time-con-
suming and laborious and the final image obtained is not
high-definition; the second one is to collect still images with a
high-definition digital camera. +is method will generate
different edge background information due to different
shooting angles or heights; the third is to scan the invoice into
a color, grayscale, or binary image through a scanner device.
In order to improve the efficiency of invoice recognition and
reduce the expenditure of manpower and material resources,
this paper chooses a high-definition scanner to obtain invoice
mages. +e image obtained by the scanner can be saved as a
color image, gray image, or binary image. Although the color
image is the closest to the real scene, it contains a huge
amount of information and a complex color model. It will
increase the amount of calculation and time overhead when
processing the image, so in general, it is not saved as a color
image after scanning. +e grayscale image has only one
sample color, and the original unclear area in the image can be
made clearer through image enhancement technology, and
the uninteresting area can also be suppressed. +erefore, the
grayscale image is also the input image that people often
choose as image processing. All pixels in a binary image have
only two values, 0 and 1. +erefore, the data type in the

computer generally only occupies 1 binary bit. Comparing the
above three images, the color image contains too much in-
formation, and the calculation speed is slow; although the
calculation of the binary image is simple, the digital infor-
mation in the invoice image is generally relatively small, and
some useful information will be lost after the binarization
process. +e degree map is a compromise between the two. In
order to take into account the recognition rate of numbers
and the speed of the system, this paper chooses to save the
collected invoice images as grayscale images.+is paper uses a
D16A3 Jieyu high-speed scanner, which is a high-definition
high-speed scanner with a resolution of 4608× 3408 dpi and
uses the BMP image format for scanning. +e pictures col-
lected by this scanner are shown in Figure 6.

3.3. Data Normalization. Since the image of the invoice is
obtained by manually operating the scanner when the image
is collected, the size of the image obtained by scanning in
different environments is different. In order to facilitate the
follow-up model to monitor and identify the invoice data
information, this paper normalizes the invoice data
uniformly.

Image normalization methods mainly include linear and
nonlinear processing methods. +e advantage of the linear
normalization method is that it can retain the linear nature
of the original image to a certain extent. +e nonlinear
normalization will change the quality center of the image
and affect the recognition accuracy. +erefore, this paper
uses bilinear interpolation to normalize the invoice image to
a size of 1245× 730.

+e bilinear interpolation is shown in Figure 7. +e
target pixel point R (i, j) is obtained by bilinear interpolation.
+e four points in the original image are known to be A11
(i1, j1), A11 (i1, j2), B21 (i2, j1), and B22 (i2, j2). +e
principle of using bilinear interpolation to normalize the
image is as follows:

f i, j1(  �
i2 − i

i2 − i1
f i1, j1(  +

i − i1

i2 − i1
f i2, j1( ,

f i, j2(  �
i2 − i

i2 − i1
f i1, j2(  +

i − i1

i2 − i1
f i2, j2( ,

f(i, j) �
j2 − j

j2 − j1
f i1, 1(  +

j − j1

j2 − j1
f i, j2( .

(3)

+e background in the invoice image is more compli-
cated, and the character spacing is small, which brings
greater difficulties to positioning and character cutting.
+erefore, this paper designs a fast and accurate positioning
and cutting information area positioning algorithm. +e
specific algorithm flow is shown in Figure 8.

The
original
image
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Smooth
image

Enhance
Gradient

image

Detect
Edge point

image
Edge
image

Positioning

Figure 5: Edge detection step process.
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Information area positioning is to analyze and locate
according to the characteristics of the invoice layout and
extract useful information areas such as invoice numbers
from the invoice image after data preprocessing. +e loca-
tion of the information area in this paper is mainly based on
the characteristics of each functional unit on the invoice
page, and a large amount of prior knowledge is obtained
through experiments to realize the extraction of the infor-
mation area. First, use the characteristic of each information

area to have a fixed position in the invoice layout, combined
with prior knowledge, directly obtain the rough positioning
of each information area, then use the symbolic features
contained in each information area, and use the method of
template matching to compare the roughly extracted in-
formation. +e area is further accurately positioned, and
accurate digital string information is obtained [22].

Information area positioning is a crucial step in the
image recognition of invoices. After the previous tilt

Table 2: Experimental environment table.

Computer configuration Portable PC, CPU clocked at 2.0MHz, memory 4G, 64-bit operating system
Operating system Windows 7
Development environment VS2013, MFC, and caffe
Open-source library OpenCV 2.4.10, MuPDF library, and LibXL library

Figure 6: Schematic diagram of invoice data.
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Figure 7: Bilinear interpolation.
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Figure 8: Information area positioning algorithm flow.
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correction processing, the next step is to extract useful in-
formation areas from the entire invoice image to facilitate
subsequent character cutting and recognition operations. As
value-added tax invoices are unified across the country and
have the same and fixed layout structure, the characteristics
of the invoice structure can be used to obtain useful in-
formation areas. +is paper realizes the information ex-
traction of the amount, tax amount, taxpayer identification
number, and invoice number, as shown in Figure 9.

+e amount and the RMB symbol in the tax information
area are matched, the standard template prepared in advance
is imported into the database, and the target image uses the
matchTemplate() function provided by OpenCV to match
the image area that overlaps the template. +e result of
template matching is shown in Figure 10.

+e red rectangular box in Figure 10 is the matching
result of the standard squared deviation matching method.
By analyzing the digital information of the amount and tax
area in the invoice image, it can be seen that the height of the
numbers in these two areas is similar to the height of the
RMB symbol, and the distance between the RMB symbol and
the number string is greater than the distance between the
numbers. +erefore, take the upper right corner of the red
rectangular box, that is, the upper right corner of the RMB
symbol, as the reference point, and assume that the reference
point is (x, y). +rough experimental analysis, select a
suitable point (x− 1, y− 3) as the starting point, extract the
region of interest, and use the height of the RMB symbol
template image as the height of the region to be extracted to
obtain the precise digital string region as shown in Figure 11.

+e amount and tax information area described above
are the same, and the positions of the taxpayer identification
number and invoice number in the invoice image are also
unchanged. +erefore, the recognition process of the re-
gional positioning of the taxpayer identification number and
the invoice number is basically the same as the previous
positioning principle. +is process first directly obtains the
value processing of its subregions based on prior knowledge
and then uses the standard square deviation matching
method to find the precise region of the number string.
Different from the traditional method, this paper uses two
template matching methods to extract the number string.
Although the taxpayer identification number and the invoice
number also have specific identifiers in front of the numeric
string and they are in a fixed information area, it is inevitable
that the printing is unreasonable. At this time, the position of
the number string relative to the identifier will be shifted or
tilted. In this case, two template matching methods are
needed to extract the string. +e result of extracting the
information area of the taxpayer identification number in

this paper can accurately find its location, but the corre-
sponding number string has a significant offset, and the
offset location is not fixed. It may be a downward offset, or it
may be offset. It is an upward shift. If the number string area
is directly obtained based on prior knowledge, some data
information may be lost. Here, first obtain subregion 2 based
on the prior knowledge, given a wider range, so that the
number string can be completely contained in the region.
+en, analyze the characteristics of the number string. Both
the taxpayer identification number and the invoice number
are composed of more numbers, and after statistics, it is
found that almost all taxpayer identification numbers have
the number “1.” +erefore, the number “1” is used as the
template image, subarea 2 is used as the target image, and the
standard square error matchingmethod is used for matching
again. +e result is shown in the figure. Although subregion
2 contains Chinese characters and other noises, the structure
of Chinese characters is more complicated, and the structure
of Arabic numerals is quite different. +erefore, the Chinese
characters in the picture do not affect the matching effect.
+e red rectangle is the matching result, which accurately
matches “1” in the number string, which is equivalent to
finding the position of the number string. Finally, according
to the position of the matched coordinate point, deduct the
number string in the subarea and get the accurate number
string area as shown in Figures 12–16.

+e main research of this paper is the recognition of
uppercase amounts.+e research includes a brief description of
convolutional neural networks and residual networks, the
preprocessing of uppercase amounts of character data, and the
production of data sets, as well as a summary analysis of the test
results of the two networks. +is chapter combines with the
previous information detection, edge detection, information
identification extraction, and OCR identification to form an
intelligent identification system, which automatically recog-
nizes the reimbursement content after importing invoices.
Integrating this system with the financial system of related
institutions can realize intelligent financial reimbursement.

Figure 9: Information area positioning.

Figure 10: Matching result map.

Figure 11: Accurate result graph.
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4. Conclusion

With the vigorous development of artificial intelligence, the
automatic invoice recognition system has also received more
and more attention. At present, most of the existing recog-
nition methods, such as Monarch Butterfly Optimization
(MBO), EarthwormOptimizationAlgorithm (EWA), Elephant
SwarmOptimization (intelligent algorithms such as EHO), and

moth search (MS), are often used for image verification and
recognition. Although this type of algorithm has a faster
recognition rate, it is difficult to recognize problems such as
invoices that have a small recognition area. Class methods
generally have low recognition accuracy.+is paper studies the
status quo of invoice recognition and proposes an object de-
tection and invoice recognition method based on the
YOLOv3+CRNN model. It locates the invoice information

Figure 12: Small area of invoice.

Figure 13: +e first matching template.

Figure 14: +e second match result.

Figure 15: Test results.

Figure 16: Overall result of invoice recognition.
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area by marking the invoice dataset and realizes the detection
and recognition of theVATinvoice information through image
processing and deep learning. Finally, the system realized the
rapid identification and processing of invoices. In future re-
search, we can further optimize the information collection
methods, solve subsequent data storage problems, and realize a
more efficient and accurate invoice information detection and
recognition system.
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