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With the deployment of the 5G cellular system, the upsurge of diverse mobile applications and devices has increased the potential
challenges and threats posed to users. Industry and academia have attempted to address cyber security challenges by imple-
menting automated malware detection and machine learning algorithms. +is study expands on previous research on machine
learning-based mobile malware detection. We critically evaluate 154 selected articles and highlight their strengths and weaknesses
as well as potential improvements. We explore the mobile malware detection techniques used in recent studies based on attack
intentions, such as server, network, client software, client hardware, and user. In contrast to other SLR studies, our study classified
the means of attack as supervised and unsupervised learning. +erefore, this article aims at providing researchers with in-depth
knowledge in the field and identifying potential future research and a framework for a thorough evaluation. Furthermore, we
review and summarize security challenges related to cybersecurity that can lead to more effective and practical research.

1. Introduction

Owing to the widespread popularity and rapid growth of
various mobile applications for smartphones, cyberattacks
throughmobile applications have posed a serious threat [1–3].
Mobile malware attacks, such as phishing, repackaging, and
application updates, are a constant threat to network pro-
viders, end-users, and app providers. +e entire mobile op-
erating system (OS) is vulnerable to cyberattacks, and
approximately 87% of all Android smartphones are exposed
to one or more fatal vulnerabilities [2]. Mobile malware poses
a serious security threat to various applications, such as
education, telecommunications, hospitals, and entertainment
[4–6]. In other words, mobile malware attacks threaten
cybersecurity in terms of confidentiality, integrity, and
availability of data [3]. Established attack groups are capable
of penetrating and destroying servers, networks, client soft-
ware, client hardware, and mobile device users [7, 8].

Past studies on mobile malware have emphasized that
government agencies have primarily focused on the gap
within cyberspace[9–11]. However, these studies suggest

that adopting new mitigation techniques are necessary. For
instance, some evaluations are limited to certain malware,
such as anomaly-based approaches, or some have failed to
reveal the features required to train the classifier [12].
Scalability issues, such as limited computing and storage
power to handle a large number of malware samples, require
more attention [13].

Our goal is to reinvigorate research on these issues and
reorient the practical requirements of cybersecurity do-
mains. +erefore, we revisit the previous studies on machine
learning-based mobile malware detection regarding unique
requirements in cybersecurity domains. +is study makes
the following: contributions through an in-depth evaluation
of the current and future solutions. Our approach leverages
past studies on mobile malware detection studies that focus
on evaluating datasets, detection techniques, means of at-
tack, and evaluation metrics for system performance. We
believe our study lays the foundation for future research and
thesis that will support a larger research project. To the best
of our knowledge, this is one of the first studies to perform
a systematic literature review that will provide insight and
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a crucial foundation for a foray into academic research.
Furthermore, we were able to compare supervised and
unsupervised learning for mobile malware based on the
means of attack. We believe that by synthesizing the existing
data, we were able to provide relevant insights for future
researchers.

+e remainder of this article is organized as follows:
Section 2 describes the essential background for mobile
cybersecurity, machine learning, and mobile malware. We
describe relevant literature search methodologies that are
essential for readers to systematically understand the ac-
curate outlines of papers in Section 3. In Section 4, we
investigate and analyze a machine learning-based mobile
malware detection study. In Section 5, we conclude our
article with discussions for future work.

2. Background

2.1. Mobile Cybersecurity. According to Certified In-
formation Systems Auditor (CISA) [14], cybersecurity is
a technology that protects networks, devices, and data from
unauthorized access or criminal use, as well as refers to
practices that ensure confidentiality, integrity, and avail-
ability of information [15]. Inadequate cybersecurity in-
frastructure could allow a malicious attacker to break into
the system and spread malware, posing a serious risk. To
reinforce cybersecurity, the following best practices should
first be followed to minimize the risk of cyberattacks: for
instance, keeping the software up to date, running the latest
antivirus software, using strong passwords, changing default
user names and passwords, implementing multilevel au-
thentication (MFA), installing firewalls, and suspecting
unexpected emails.

Past studies have focused on various aspects of the
mobile cybersecurity [9–11, 16, 17]. Kang et al. [16] em-
pirically analyzed the relationship between the Internet,
mobile sellers, and service trade in Korea and observed that
it has a positive effect. A vital aspect of information security
research focuses on improving security protocols by en-
couraging users of information technology to adopt pro-
tective behaviors. Lemay et al. [17] proposed a model of the
relationship between threat perception, anxiety level, and
adaptive coping in college students based on the behavioral
intention to learn about phishing.

As the number of mobile devices has increased across the
world, the number of downloads of mobile device appli-
cations has also increased. +ese applications have de-
veloped into a means of causing personal information
leakage or financial loss through junk mail or spam. In
addition, attackers are capable of exploiting the vulnera-
bilities in Bluetooth-enabled devices to access privacy
channels with higher-level clearances. Mobile malware is the
main type of malware used in mobile device attacks, such as
file manipulation, information leakage, financial loss, and
device unavailability. +ere have been numerous studies
conducted to address mobile cybersecurity [18–21]. “Loca-
tion spoofing” refers to the act of falsely reporting the GPS
location to other location-based applications. Wong et al.
[18] proposed a behavior detection method using

a gyroscope and accelerometer commonly mounted on
mobile devices to prevent “location spoofing” and verified
the authenticity of GPS data. Kholod et al. [19] studied
various types of data distribution to improve the efficient
and parallelized implementation of data mining in mobile
cloud systems. La Marra et al. [20] conducted a study to
detect malware in zero-day attacks by presenting D-
BRIDEMAID, a reputation-based framework that can an-
alyze Android applications. As security and performance
requirements change, more mobile devices and web services
require smaller and faster signatures [21]. To analyze mobile
malware that is critical to cybersecurity, we must divide the
analysis into areas such as servers, networks, client software,
client hardware, and users.

2.2. Mobile Malware. Mobile malware inception began in
the early 2000s [22]. Antivirus labs in Russia and Finland
discovered Timfonica, the first known mobile virus, in 2000.
Cabir, a notable mobile malware, was discovered in the
Philippines in 2004. +e malicious code from Timfonica
infected mobile devices running Symbian OS, while the
Cabir used a wireless Bluetooth signal to send a message
“Carbe.” +e “CommWarrior” mobile malware discovered
in 2005 was then spread to the multimedia messaging service
(MMS). It was a malicious worm that attached a copy of its
message to an MMSmessage and sent it to all contacts in the
address book of the device. In 2010, the first SMS malicious
code, “Trojan,” affected Google’s Android OS, sending
particular SMS messages to specific numbers, causing fi-
nancial loss as transactions were charged without the user’s
consent [23]. Most mobile malware is widely spread across
Android-based mobile devices. Malware apps can be in-
stalled from unproven sources, such as third-party app
stores and file-sharing websites. +us, android-based ap-
plications are mostly targeted by the cyber threat groups.
However, since Apple launched the iPhone in 2007, mobile
malware targeting the iPhone has gradually emerged.
Typically, mobile malware known as “IKee” is a malicious
code that allows users to display images of pop stars from the
90s on the desktop of the iPhone, causing the platform
structure to be arbitrarily changed.

Since 2004, mobile malware has spread rapidly. Mobile
malware is installed on a terminal and carries out malicious
attacks, such as stealing personal information, system
damage, and remote control of mobile devices to induce
user financial loss. Mobile malware can be classified into
viruses, worms, Trojans, spyware, backdoors, and droppers.
Viruses infect other files to spread, and worms are trans-
mitted by SMS or MMS to replicate and spread themselves,
destroying the OS. A Trojan is a malicious code that ex-
ecutes malicious behavior disguised as a normal program.
Spyware is a malicious code that secretly collects in-
formation about an individual or organization or collects
specific data without the user’s consent. In terms of social
engineering techniques, mobile malware is distributed in
the following three methods: repackaging, application
update, and phishing [24].
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2.3. Machine Learning in Mobile Malware Detection.
Machine learning started in 1966 with the ability to develop
classification rules from experience [25]. Machine learning
can detect mobile malware by learning various normal and
malicious applications and detecting features on them.
Machine learning can be classified as supervised learning
[26], unsupervised learning [27], and reinforcement learning
[28] as shown in Figure 1. Supervised learning, which learns
from input and output values, is primarily used for classi-
fication and regression [26]. Unsupervised learning is used
for clustering and compression and is learned only with
input values [27]. Reinforcement learning is a behavioral
psychology-based learning method for obtaining maximum
rewards through agent-environment interactions [28].
Machine learning-based malware detection mainly uses
supervised and unsupervised learning, with studies de-
termining whether applications are normal, abnormal, or
classified malware.

Machine learning should be identified regardless of
classification, regression, or clustering. In addition, the
collected datamust be representative; thus, sample datamust
be collected and analyzed. +e optimized data are then
processed considering the limitations and potential errors of
the sample data. To proceed with the learning process, after
processing the data, extract the characteristics and apply the
algorithmmodel based on the problemwe want to solve with
the data. At this time, a model parameter is obtained using
the training data. Subsequently, the test data were used to
evaluate the model in terms of accuracy, training speed,
reliability, and generalization, and to determine the opti-
mized model. In addition, it uses a new dataset to predict
results and evaluate machine learning methods by solving
real problems. +e steps and approaches for detecting
mobile malware based on machine learning are as follows:
preparing data, feature extraction, training model, testing
model, and deploying model. During the data preparation,
the sample data are collected and preprocessed. +e feature
extraction is performed to reduce an initial set of data by
identifying key features of the data for machine learning.
Moreover, the training models are applied, and the testing
model evaluates and optimizes the analysis. +e deployment
of the model evaluates the machine learning methods using
a new dataset.

2.3.1. Algorithms of Supervised Learning. Support vector
machine (SVM) [29–31] is an algorithm that can be used to
classify data into a high-dimensional feature space in both
linear classification and nonlinear classification. +e model
defines baselines for classification and is mainly used for
data classification, such as pattern recognition and data
analysis. When a new unclassified value appears, the
classification identifies the side of its boundary. In other
words, the algorithm classifies the data by categorizing the
data to measure the distance between categories, obtain the
central position value, and then calculate the hyperplane to
judge the boundaries. As a result of the analysis of this
study, majority of the studies employed the SVM algorithm
[32–111].

Based on the nearest neighbor pattern classifications, the
K-nearest neighbor (KNN) predicts new data using in-
formation from the nearest k of the existing data by finding
the nearest k labeled samples [112–115]. It is an algorithm
that determines the k elements closest to the input data
within a specific space and classifies them into more
matching groups. +e KNN algorithm is efficient for clas-
sifying text documents [114], and recent studies have
demonstrated that KNN is a suitable method for detecting
denial of service (DoS) [116, 117].

+e decision tree (DT) is a supervised learning model,
a methodology used to analyze data to classify and predict
patterns that may appear between classification and re-
gression [118, 119]. It undergoes a series of decision-
making processes by diverging from the top node to the
bottom node, causing the heterogeneity between the
nodes to increase, as depicted in Figure 2. +rough this
process, it classifies samples and regresses a binary di-
vision into classification, continuation, or numerical
types. As a result of this study, the DT algorithm was used
the fourth most [32, 37, 39, 44, 46, 47, 53, 56, 58, 59,
62, 64, 65, 68, 71, 72, 75, 76, 78, 85, 86,
92, 96, 98, 101, 111, 120–134].

+e naive Bayesian (NB) is a supervised learning algo-
rithm based on Bayes’ theorem that is used for classification
learning by multiplying prior probability information by the
value of the “likelihood function” as measured through
observation [135, 136]. However, this algorithm cannot be
used if each probability violates the assumption that it is
independent. +is algorithm is a widely used classification
technique, including spam mail filters, text classification,
and sentiment analysis [137].

2.3.2. Algorithms of Unsupervised Learning. +e K-means
clustering algorithm [138], which is a clustering model of
unsupervised learning, is an algorithm that groups the
given data into k clusters. +is method minimizes the
variance of the distance differences between each cluster.
“K” refers to the number of groups or clusters to be
grouped from a given data. “Means” refers to the average
distance between the center of each cluster and the data.
As a result, the K-means algorithm was used less
[47, 56, 68, 81, 97, 98, 111, 139].

2.3.3. Evaluation Metrics. To evaluate the performance of
a machine learning model, before generating data, it is
necessary to separate the training and evaluation sets into
a training set and then verify the accuracy of the machine
learning model with the evaluation set. +e predictive power
of classifiers with machine learning algorithms that can
perform classification should be verified and evaluated. +e
machine learning model and pattern classification perfor-
mance evaluation metrics include Accuracy, Precision,
Recall, and F1. Before explaining these four indicators, we
must know the confusion matrix. +e confusion matrix is
a table for measuring predictive performance through
training by comparing predictive and actual values. In other
words, the evaluation metric presents the relationship
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between the answer presented by the model and the actual
answer as a factor and can be defined as four cases. +ese
four cases are shown in Figure 2.

According to Figure 2, the target variable has two values:
positive and negative. +e columns represent the actual
values of the target variable, and the rows represent the
predicted values of the target variable. Based on the con-
fusion matrix, we can derive values such as Accuracy,
Precision, Recall, and F1 [140]:

Accuracy �
TP + TN

TP + EP + TN + FN
, (1)

Precision �
TP

TP + FP
, (2)

Recall �
TP

TP + FN
, (3)

F1 � 2 ×
(Precision × Recall)
(Precision + Recall)

. (4)

Accuracy is defined by equation (1). +is indicates the
percentage of correct predictions for the test data. It can be
calculated easily by dividing the number of correct predictions
by the total number of predictions. However, problems arise
owing to Accuracy paradox for predictive analysis. +erefore,
it can be checked by Precision and Recall indicators that
evaluate whether the “negative” ratio of real data provides the
proper classification of situations that will occur with sparse
possibilities, as depicted in Figure 3. Precision is defined in
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Figure 1: Algorithms used in mobile malware detection.
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equation (2). It is the number of correct positive results di-
vided by the number of positive results predicted by the
classifier. Precision is also known as the positive predictive
value (PPV). Recall is defined by equation (3), which is the
number of correct positive results divided by the number of all
relevant samples. +e Recall is also known as the true positive
rate (TPR). Recall and Precision are indicators of the opposite
concepts.+e Accuracy of the model can be supplemented by
checking the F1, the harmonic mean of Precision and Recall.
F1 is defined by equation (4). Harmonic means is used to
understand the model’s performance by balancing both in-
dicators when either of the Precision or Recall indicators is
low or near zero.

3. Systematic Literature Collection

+e methodology of our study is based on a structured
literature review from 2016 to 2021, grounded in a systematic
and method-based approach. +e purpose of the systematic
literature review was to assess the current research.+e steps
in the systematic literature review method are as follows: (1)
research questions, (2) search process, (3) inclusive and
exclusive criteria, (4) quality assessment, (5) data collection
and data analysis, and (6) deviations from the protocol.

3.1. Research Questions. Although the general purpose of
our study can be summarized in the analysis of mobile
malware detection based on machine learning, this objective
is explained in five specific research questions to gain
a detailed understanding of the topic. +e main purpose of
our research questions is to analyze the number of studies on
detecting mobile malware based on methodology over
a specific period of time. We should recognize the strengths
and limitations of this field of study.

+e research questions addressed by our study are as
follows:

(i) RQ1. How many studies on mobile malware and
machine learning exist in the journal databases from
2016 to 2021?

(ii) RQ2. What research topics and types of mobile
malware are being addressed?

(iii) RQ3. What are the limitations of the current
research?

(iv) RQ4. What are the benefits and drawbacks of using
and applying the methodology?

A specific periodmust be identified to help interpret how
methodologies of mobile malware detection have evolved to
address RQ1. +e specific topics, methodology, and key
types that differentiate them were considered for RQ2.
Regarding RQ3 and RQ4, we visualize the benefits and
drawbacks of previous studies on mobile malware detection
based on machine learning.

3.2. Search Process. We followed a systematic methodology
to investigate relevant studies that address subjects per-
taining to the detection of mobile malware based on

machine learning. According to Jamaluddin et al. [141].,
However, we limit our review to studies from 2016 to 2021,
as mobile malware detection has shown exponential growth
during the past few years. +e search process involves an
outline of the most relevant bibliographic sources and search
keywords.

A systematic research resource analysis was conducted
using a search strategy. +e main emphasis was on the
detection of mobile malware. Depending on the research
questions and the proposed theme, we present search
queries that were used to identify the research for consid-
eration. We entered queries for searching good quality re-
search studies, including “Mobile,” “Android,” “Malware,”
“Detection,” and “Machine Learning,” which were nomi-
nated as the main keywords. We applied the Boolean op-
eration, which uses conjunctions to combine or exclude
queries in a search. +e Boolean operators are OR, AND,
and NOT, which are logical operators used to connect the
search queries.

3.3. Inclusion and Exclusion Criteria. We used the queries
(“Mobile” AND “Malware”) OR (“Mobile” AND “De-
tection”) OR (“Mobile” AND “Machine Learning”) OR
(“Android” AND “Malware”) OR (“Android” AND “De-
tection”) OR (“Android” AND “Machine Learning”) in-
dependently on four databases (allintitle query) to gather the
research papers at first. Many studies have been conducted
on the detection of mobile malware as supervised learning.
+erefore, we added the following additional queries to
collect the specific research (allintext query): (“Mobile”
AND “Malware” AND “Detection” AND “Supervised
Learning”) OR (“Mobile” AND “Malware” AND “De-
tection” AND “Unsupervised Learning”) in Association for
Computing Machinery (ACM) Digital Library and the In-
stitute of Electrical and Electronics Engineers (IEEE) Xplore.
Digital Bibliography and Library Project (DBLP) does not
provide advanced search options; therefore, we excluded
DBLP from the second search.

We excluded digital libraries, such as the Web of Science
or Scopus, to intensively analyze papers in computer science
[119]. Because the use of either Web of Science or Scopus for
research evaluation may take biases that favor Natural
Sciences and Engineering and Biomedical Research to the
detriment of Social Sciences, we concentrated research on
computer science. Our research papers found on Google
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Figure 3: +e confusion matrix.

Security and Communication Networks 5



Scholar were excluded, because of duplication with papers
found in other databases. We used various keywords to yield
the most inclusive results. However, duplicate results were
found among different databases. A substantial number of
studies were duplicated from the Google Scholar database
[142]. +erefore, we removed the results from the screening
process. We screened for studies that focused on malware
detection methods that use machine learning for the mobile
environment. Furthermore, we removed publications that
were not peer-reviewed.

+e Preferred Reporting Items for Systematic Reviews
and Meta-Analyzes (PRISMA) flow diagram is shown in
Figure 4. A total of 12,587 studies were included in the search
strategy. +e inclusion and exclusion criteria were applied,
as described above, to reduce their number to 154. A total of
154 studies were considered for the detection of mobile
malware based on machine learning.

3.4. Quality Assessment. +e journals to that the studies
belonged were analyzed to determine if they were indexed in
the Journal Citation Report (JCR) to assess the quality of the
obtained literature results.

+e used quality criteria were based on four quality
assessment (QA) questions:

(i) QA1. Are the reviews on inclusion and exclusion
criteria in the literature on mobile malware de-
tection described and appropriate?

(ii) QA2. Is the literature search likely to have covered
all relevant studies?

(iii) QA3. Did the reviewers assess the quality/validity of
the included studies?

(iv) QA4. Were the basic data/studies adequately
described?

+e results of our research to the above quality evalu-
ation question are as follows:

(i) QA1. Y(yes), the inclusion and exclusion criteria are
explicitly defined above

(ii) QA2. Y(yes), we either searched four or more digital
libraries and included additional search strategies or
identified and referenced all journals addressing the
topic of interest

(iii) QA3. Y (yes), we explicitly defined quality criteria as
an index of peer-reviewed publications and
extracted them from each primary research

(iv) QA4. Y (yes), information is presented regarding
each research

3.5.DataCollectionandAnalysis. For our study, we used top
research repositories as the main source to identify studies.
Our study used four databases: DBLP, ACM Digital Library,
IEEE Xplore, and Google Scholar. +e reasons for selecting
each database are as follows: the DBLP provides an index of
peer-reviewed publications in computer science and trends
in the publication scenario. However, the DBLP does not
provide advanced search options. +e ACM Digital Library

is well known for the Turing Award, and the digital library
primarily focuses on studies pertaining to the fields of
computer science. +e IEEE Xplore provides access to
technical literature in electrical engineering, computer sci-
ence, and electronics [143]. Google Scholar is the largest
database of scholarly documents and accommodates ap-
proximately 100 million documents [144].

We selected studies that focused solely on detecting
mobile malware using machine learning techniques and
mobile malware classifiers. For a comprehensive un-
derstanding of mobile malware, we also benefited from real
mobile malware samples. For this purpose, we collected six
datasets, as shown in Table 1: (i) MalGenome [145], (ii)
Drebin [146], (iii) M0Droid [147], (iv) CICMalDroid 2020
[149], (v) AndroZoo [150], and (vi) Android malware
dataset [151]. Drebin used a known program to learn de-
tection models based on static analysis. +erefore, it is es-
sential to evaluate the number of samples in a family known
to reliably detect this family. Furthermore, the presence of
obfuscated or dynamically loaded malware on mobile de-
vices cannot be ruled out.

MalGenome [145] is a dataset consisting of 1,260 An-
droid malware samples, as listed in Table 1. Zhou et al. [145]
collected 1260 Android malware samples from 49 different
families and systematically collected them from various
aspects, such as installation methods, activation mecha-
nisms, and delivered malicious payloads. +ey performed
a timeline analysis of findings based on collected malware
samples and characterized them based on detailed behavior
analysis, including installation, activation, and payload.

DREBIN [146] is a lightweight method that can auto-
matically infer detection patterns and identify malware di-
rectly from smartphones. +is methodology performs
a comprehensive static analysis to extract feature sets from
various sources and analyzes them in expressive vector space.
+is process first statically examines the Android application
and extracts feature sets from themanifest and dex code of the
application. +ey then geometrically analyzed the patterns
and combinations of the features by matching the extracted
feature sets to a joint vector space. +is method used SVM
techniques to identify malware by embedding a learning-
based detection feature set. It should be noted that features
contributing to malicious applications can be identified, and
the detection process can be presented to users.

M0Droid [147] is an Android antimalware solution that
analyzes system calls from Android applications on servers
and generates signatures that are pushed to user devices for
threat detection. +e mobile malware detection model
M0Droid uses behavioral attributes, such as file read re-
quests or network access, to generate unique app signatures
and uses signature normalization techniques.+ey proposed
a solution to analyze and detect malware through behavior
analysis and pattern recognition techniques with two cat-
egories of samples: malware and goodware datasets.
M0Droid contains 1,530 malware samples and 49 malware
families, as listed in Table 1.

CICMalDroid 2020 [149] contains a sample of 17,341
data for five Android applications: Adware, Banking, SMS,
Riskware, and Benign, consisting of static and dynamic

6 Security and Communication Networks



features, as listed in Table 1. By collecting these data,
Mahdavifar et al. [149] proposed an effective and efficient
Android malware category classification system based on
semisupervised deep neural networks. Although it contains
a small number of labeled training samples, it can solve cost
problems and efficiently specify categories of malware to
help prioritize mitigation techniques. CICMalDroid 2017
[148] contains 10,854 samples, that contain 4,354 malware
and 6,500 benign.+ese data were collected from the Google
Play Market published in 2015, 2016, and 2017.

+e AndroZoo dataset [150] contains more than
3,182,590 unique Android applications with a size of up to
20 TB or more, as listed in Table 2. +ese data demonstrate
the importance of methodological problems and detection
time when evaluating machine learning-based malware
detector performance and detecting privacy leakage [150].
+e Android dataset was collected from several sources,
including the official Google Play Application Market, and
currently includes 15,164,916 APKs. In addition, each APK

was analyzed using different antivirus products to identify
malware detection applications.

AMD datasets [151] were generated in 2016 with several
malicious code samples. AMD datasets categorizes large
datasets, including 24,650 malware app samples, into 135
variants belonging to 71 malware families [151] as listed in
Table 2. +is dataset groups malware samples with the same
family of names and analyzes each family by classifying them
into different variants using custom clustering. +e AMD
dataset performs a systematic and in-depth manual analysis
of various malware samples to obtain behavioral in-
formation regarding malware.

+e corresponding malware can be distinguished by
classifying a dataset consisting of multiple malware families
based on the characteristics of the manifest file called
AndroidManifest.xml. Table 2 matches the features and
feature sets of major malware families, such as FakeInstaller
[152], DroidKungFu [153], GoldDream [154], and Gin-
gerMaster [155]. All Android applications must include
AndroidManifest.xml, which provides data supporting the
installation and later execution of the Android application.
+e information and data stored in this file can be effi-
ciently retrieved on the device using the Android Asset
Packaging Tool, which enables us to extract the sets, as
listed in Table 2.

3.6. Deviations from the Protocol. Our systematic literature
review was analyzed using the systematic approach
explained above. +e period for the research extraction is
mainly from 2016 to October 2021, as the use of machine
learning methodology for mobile malware detection has
increased significantly owing to recent advances in artificial
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Records after duplicates removed
(n = 6,812)
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Figure 4: PRISMA flow diagram of the study.

Table 1: Mobile malware dataset.

Dataset Date Sample size Malware
family

MalGenome [145] 2011 1,260 malware 49
Drebin [146] 2012 5,560 malware 179
M0Droid [147] 2015 1,530 malware 153
CICMalDroid2017
[148] 2017 10,854 malware 42

CICMalDroid2020
[149] 2020 17,341 malware 191

AndroZoo [150] 2016 3,182,590
malware Above 3,000

AMD [151] 2017 24,650 malware 71
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intelligence and 5G. We attempted not to deviate from the
protocols to minimize bias and other factors affecting the
review study. However, there are worthy papers that were
not reviewed in this study. +e aforementioned papers were
excluded since they were not available in the research da-
tabases that we used. We extracted the research papers
written in English when searching for the research. Our
study may have overlooked worthy papers written in other
languages as a limitation.

4. Mobile Malware Detection

Previous systematic reviews have discussed mobile malware
detection technology and methods to improve mobile security
[156–162]. Feizollah et al. [156] reviewed 100 papers from 2010
to 2014, concentrating on the features of mobile malware
detection. +is review classified the available features into four
categories: static, dynamic, hybrid, and application metadata.
However, this review did not explain systematic research
collection procedures. Senanayake et al. [157] conducted
a systematic literature review. However, they analyzed papers
by classifying them into static, dynamic, and hybrid analysis
functions. According to Aslan et al. [158], known malware
performs well with signature and heuristic-based detection
approaches, whereas unknown and complexmalware performs
better with model inspection and cloud-based approaches.
+ey made an insightful contribution where they attempted an
approach to respond to a zero-day attack. However, there is no
mention of the methods of mobile attacks. Most papers have
studied methods for detecting mobile malware by classifying
them into static, dynamic, and hybrid analyses. Analysis that
classifies the analysis of machine learning-based methods into
static, dynamic, and hybrid analyses is a limitation of existing
studies. We conducted a review focusing on an attacker’s
means of attack or the goals of mobile malware.+erefore, our
study greatly contributes to leading mobile cybersecurity

throughmobile malware detection techniques in a novel aspect
that is different from existing studies.

4.1. Mobile Malware Attacks in Cybersecurity. Disruptive
mobile malware threats regarding cybersecurity include
stealing and leaking users’ information, infringing on net-
work security through botnet attacks, mobile banking at-
tacks, ransomware attacks, and adware attacks [163]. +is
article categorizes the types of mobile malware attacks from
a cybersecurity perspective into three categories: privacy
leakage, banking and credit information leakage, and mobile
system destruction.

4.1.1. Privacy Leakage. Information leakage in hardware-
based attacks traverses data, helping mobile malware
access secure repositories and eavesdropping privacy
without notice [163, 164]. For example, there is inter-
cepting mobile smart card communication and sensor
sniffing. In a software-based mobile malware attack, in-
formation leakage is the monitoring and stealing of
personal user information and transferring it to a mali-
cious C2 server. In this process, malicious code conspires
with other apps to build mobile app offerings and stealing
data through inter-app communication, such as data
exchange [164].

4.1.2. Banking and Credit Information Leakage: Mobile
Banking and Ransomware. Mobile banking is an online
banking system in which transactions are conducted
through mobile applications. Mobile malware causes
damage, such as stealing bank accounts or leaking credit
card information in the mobile banking sector. For example,
among mobile banking malware, banking Trojans collects
personal user information and necessary credentials, stores

Table 2: Mobile malware dataset and feature.

Malware family Features Feature set

FakeInstaller [152]

SendSMS S7 suspicious API call
SEND SMS S2 requested permissions

Android.hardware.telephony S1 hardware components
SendTextMessage S5 restricted API calls

READ PHONE STATE S2 requested permissions

DroidKunFu [153]

SIG STR S4 filtered intents
System/bin/su S7 suspicious API call

BATTERY CHANGED ACTION S4 filtered intents
READ PHONE STATE S2 requested permissions

GetSubsriberId S7 suspicious API call

GoldDream [154]

SendSMS S7 suspicious API call
Lebar.gicp.net S8 network addresses

DELETE PACKAGES S2 requested permissions
Android.provider.Telephony.SMS-RECEIVED S4 filtered intents

GetSubsriberId S7 suspicious API call

GingerMaster [155]

USER PRESENT S4 filtered intents
GetSubsriberId S7 suspicious API call

READ PHONE STATE S2 requested permissions
System/bin/su S7 suspicious API call

HttpPost S7 suspicious API call
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them in unrecognized sectors, and uploads the information
collected to the C2 server when network connectivity be-
comes available, that is, intercepting bank-to-mobile vali-
dation information and digital certificates [164].

Ransomware is a form of malicious software that
infects computer systems, restricts access, and demands
a ransom. +e number of ransomware attacks on the
mobile devices has drastically increased during the past
decade. In 2015, “Trojan-Ransom.AndroidOS.Pletor”
mobile ransomware appeared, which, when installed,
obtained root privileges and placed itself in the system
document [164].

4.1.3. Mobile System Destruction: Botnet Attacks. A
botnet is a software program designed to provide at-
tackers control over the operation of infected devices
without the user’s consent. +e bot is part of a botnet
composed of multiple computers to be controlled by the
botmaster, which has evolved into a severe cybersecurity
threat [163]. Mobile hackers also collect and group
compromised mobile devices to share attack payloads
[164]. Cyberattacks are performed by generating botnets,
such as spamming, information theft, server overload,
billing fraud, and APT attacks.

4.2. Means of Mobile Malware. Mobile devices consist of an
operating system, middleware, user interface, and software
stack. Prior to the examination of the technology suitable
detecting mobile malware, we must comprehend the
structure of attack mobile malware. Attack targets were
classified based on their mobile systems. Mobile malware
attacks consist of servers (hosts), networks, client software,
client hardware, and users [165]. +e server’s responsibility
is to identify malicious behavior by comparing the behavior
of newly installed applications with known traffic patterns.
+is is accomplished by aggregating reported data from
various mobile devices and deriving a collaborative model
representing the common traffic patterns of several users for
each application. Alternatively, we identified malicious be-
havior with local models that were detected by analyzing the
deviation of traffic patterns in installed applications [166].
Server- and host-based intrusion detection systems (IDSs)
reside and monitor a single host system and collect and
analyze events, such as file systems and system calls. Malware
activities that have performed network overload attacks
affect regular network behavior patterns; therefore, the ac-
tivity of mobile malware can be detected by monitoring the
network behavior of applications. +erefore, monitoring
and analyzing traffic patterns in network-active applications
is essential for developing practical solutions to prevent
network overload [166]. Network-based IDSs collect and
analyze traffic volumes, IP addresses, service ports, and
forms of protocols to detect intrusion attempts. +e re-
sponsibility of client software is to monitor applications
already installed and running on mobile devices, teach user-
specific local models, and detect deviations from observed
normal behavior. Furthermore, the client software learns

a local model to determine indicators, such as changes in
users’ behavior and updates resulting from new versions or
malicious attacks to detect changes in the traffic patterns of
applications [166].

4.3. Challenge of Mobile Malware Detection in Cybersecurity

4.3.1. Accuracy of Malware Detection. +e accuracy in
malware detection on mobile devices is based on static or
dynamic analysis. Among mobile malware detection
methods based on machine learning techniques, static
analysis goes through the classification and selection process
of sample data being detected and completes modeling after
a learning process. After numerous tests, the best-per-
forming prediction model was selected based on which new
and variant malicious mobile malware was detected. Dy-
namic analysis can detect zero-day attacks or threats using
self-learnable behavior analysis techniques. It is a method of
learning and training user interaction tracking and the
behavior of dynamic applications on mobile devices without
server judgment. We first obtained information from real-
world applications before the learning phase and feature
values for each application labeled as malicious and normal.
After generating the model through external learning tools,
malicious behaviors performed based on the generated
predictive model can be detected in real time and blocked
according to each action-specific risk information.

4.3.2. Zero-Day Attack. Attackers do not solely focus on the
mobile malware. Attackers find loopholes in existing mobile
applications and vulnerabilities in the source code. +ere-
fore, vulnerabilities in programs can occur due to mistakes
during design and development and are often misused.
Many antivirus products utilize signature-based detection
methods that use signature-based methods to detect mobile
malware. However, signature-based detection methods are
complicated in identifying zero-day malware if an attacker is
working on obfuscation.

4.3.3. Adversarial Training. Adversarial training can in-
crease cybersecurity capabilities through training, which can
be defended through aggressive and malicious attacks based
on attack scenarios. Malware avoids the detection of anti-
malware engines using obfuscation technology to deceive
defenders. Leveraging adversarial machine learning is
a method for solving behavior in which malware disguises
itself as a problem-free positive feature representation.
Adversarial attacks refer to security risks that can arise in
adversarial environments owing to the vulnerabilities in-
herent in machine learning algorithms. Adversarial attacks
that attack the confidentiality and integrity of information
security in a series of machine learning processes include
addiction, avoidance, model extraction, and learning data
extraction attacks. Addiction attacks refer to breaking ma-
chine learning models by injecting malicious learning data,
and avoidance attacks are deceiving machine learning
models by disrupting data in the inference process of
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machine learning models. Model extraction attacks and
learning data extraction attacks refer to attacks that use
reverse engineering to steal machine learning models or
learning data. Adversarial training is a suitable method to
defend against adversarial attacks. Adversarial machine
learning refers to a technique used to deceive machine
learning by automatically generating adversarial examples
[167], which involves deliberately manipulating data frag-
ments to induce machine learning models to make false
predictions. It is a method to improve the resistance of
machine learning by inputting predictable hacked data
during the training phase of the machine learning process.

4.4. Techniques of Mobile Malware Detection.
Traditionally, mobile malware detection technologies are
signature-pattern DB-based detection technologies or cloud
server-based detection technologies. +e former consists of
a structure in which clients check for malware using in-
formation supplied from the server by reflecting and
detecting the results of analysis on the already distributed
code in the database. +e latter refers to a centralized in-
spection method that sends application information in-
stalled on client’s device to the cloud server to determine
whether it is malicious.+is method has the advantage of not
receiving DB from a special client-server every time and can
reflect the analyzed results in real time.

+ese two mobile malware detection technologies have
limitations in detecting and responding to mobile malware.
Signature-pattern DB-based detection techniques have
limitations that make detecting novel and variant malicious
apps difficult. Mobile applications are always vulnerable to
risks, as they present. Due to the recent upsurge of zero-day
attacks and malicious attacks, mobile applications are always
susceptible to various cyber threats. Yet, zero-day attacks on
the cloud-based server are difficult to detect. Furthermore,
the infrastructures’ initial and operational costs are costly.

+e machine learning-based detection algorithms seem
suitable for performing static analysis for the malware.
Malware detection in Android can be performed using
a signature- and behavior-based detection methods. Yet,
signature-based detection methods are unlikely to detect
zero-day attacks, and behavior-based or anomaly-based
detection methods are mainly used. Behavior-based de-
tection methods use machine learning methods. To use
machine learning, we must analyze the APK to extract
features. +ree techniques can be used to extract features:
static, dynamic, and hybrid analyses. Static analysis does not
run on a mobile device, but analyzes byte code and source
code. Static analysis is less risky than dynamic analysis, since
it does not use a runtime environment. On the contrary,
dynamic analysis detects malware by analyzing the app
through simulation. To collect information necessary to
detect abnormal behavior in a mobile environment, a hybrid
analysis method is required.

+e malware classification phase during the process of
mobile malware detection based on machine learning is an
essential step in detection tasks. Malware-derived files are
transformed into vectors used as training datasets in

machine learning algorithms in the malware classification
phase. +e data used as training datasets were analyzed
appropriately among the algorithms in machine learning
and then inserted into the classification process. +ese
methods analyze the training dataset to detect whether it is
malicious or positive file.

Malware detection in Android can be performed using
a signature- and behavior-based detectionmethods. However,
signature-based detectionmethods are unlikely to detect zero-
day attacks, and behavior-based or anomaly-based detection
methods are primarily used. Behavior-based detection
methods use machine learning methods. It is appropriate to
detect knownmalicious codes using existing studies; however,
it is difficult to immediately detect and respond to variants or
new malicious codes. +erefore, machine learning-based
detection technology is being studied for detecting and
responding to variants or new malicious codes.

5. Results and Discussion

We uncovered several findings across each research question
from the systematic literature review, as discussed in the
following:

RQ1. How many studies on mobile malware and
machine learning exist in journal databases from 2016
to 2021?

A number of papers selected for this study are shown in
Figure 5, which presents the studies selected for this review
by the year of publication. We mainly focus on papers
published between 2016 and 2021. We cover research
appearing up to pre-2016, which is highly cited. We cate-
gorized and analyzed the literature related to machine
learning-based mobile malware detection by year. +e lit-
erature related to our study increased significantly between
2016 and 2019. +e number of related studies has increased
over the years; 250% increase from 2016 to 2017, 10.7%
increase from 2017 to 2018, and 16.1% increase from 2018 to
2019. +is could be due to the increasing use of mobile
attacks. +e number of related studies in 2021 is expected to
increase beyond 2020. We confirm that machine learning is
one of the methodologies for detecting mobile malware,
which must be studied in the future:

RQ2. What research topics and types of mobile mal-
ware are being addressed?

We conducted a literature study on machine learning-
based mobile malware detection. We investigated a total of
154 machine learning-based mobile malware detection lit-
erature and conducted a frequency survey of the most
frequently mentioned words, as shown in Figure 6.+emost
frequently mentioned word is “Malware” mentioned 14,017
times. +e second most frequently mentioned word is
“Application,” which has been mentioned 13,210 times. +e
third most frequently mentioned word is “Feature,” which
has been mentioned 12,475 times. +e fourth most fre-
quently mentioned word is “Android,” which has been
mentioned 9,773 times. +e fifth most frequently mentioned
word is “Detection,” which has been mentioned 8,764. +e
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following most frequently mentioned words are “Data,”
“Analysis,” “Learning,” “System,” and “Malicious.” In the
analysis of our research, we list the top five words in the
following order: “Malware,” “Application,” “Feature,”
“Android,” and “Detection” are queries we must use to
collect literature.

Using the evaluation metrics, Accuracy, Precision, and
Recall were the most widely extracted evaluation metrics for
machine learning. +is is shown in Figure 7, along with the
other extracted evaluation metrics in our literature review
studies. Most of the evaluation metrics for machine learning
analysis extracted the accuracy. In other words, most studies
have focused on the accuracy of mobile malware detection.
Improving the accuracy is important for mobile malware
detection researchers. Receiver operating characteristic
(ROC) or area under the ROC curve has low usage in
evaluation metrics.

+e dataset provides the input values of the model al-
gorithm for generating the learning model. +erefore, the
datasets used in machine learning must be reviewed and
validated in advance. Proper dataset preparation highlights
patterns of mobile malware, improves performance, and
produces higher quality output values [168]. +e datasets
used in machine learning-based mobile malware detection
studies to train the algorithms are shown in Figure 8. Google

Play and Drebin are themost widely used datasets for mobile
malware detection. +e reason for the highest usage of the
Google Play dataset is that it provides the largest data used to
make an optimal model and can be utilized for a real dataset.
Genome/MalGenome, VirusShare, and AndroZoo are other
widely used datasets.

RQ3. What are the limitations of the current research?

We classified the detection method into supervised or
unsupervised learning, as shown in Table 3 and Figure 9.
Mobile malware attacks can be divided into five methods: (i)
server, (ii) network, (iii) client software, (iv) client hardware,
and (v) user.

We identified that the client software and client hard-
ware have a higher percentage of studies than servers and
networks. While we were not able to findmany studies based
on supervised learning that focused on server and network
attacks, we were able to identify the studies that focused on
the client software and client hardware. Chen et al. [34]
proposed a new S-IDGC model that allowed users to fairly
compare different types of classifiers by designing a com-
parative benchmark prototype system that integrated dif-
ferent types of machine learning classifiers for Android
malicious traffic detection. +is model referred to imbalance
classification methods, including the synthetic minority
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Figure 5: Number of papers related to mobile malware detection-based machine learning by year.
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Table 3: Classification of the supervised and unsupervised learning by means of mobile malware attack.

Means of
attack Supervised learning Unsupervised learning

Server [46, 169] –
Network [34, 38, 40, 41, 50, 75, 93, 102, 107, 109, 120, 122, 123, 131, 134, 169–173] [107]

Client
software

[32, 35, 37, 42–45, 47–49, 51–74, 76–85, 88–92, 94–101]
[47, 56, 63, 71, 81, 92, 97, 98, 100, 111, 184][103, 105, 106, 108–111, 121, 125–127, 130, 132, 133]

[170, 174–196]
Client
hardware [33, 36, 39, 77, 86, 87, 124, 128, 129, 197–199] [139, 200]

User [104] [201]

Server-Network 1

2
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Figure 9: Means of attack used in the review research studies.
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oversampling technique (SMOTE), SVM, SVM cost-sensi-
tive (SVMCS), and C4.5 cost-sensitive (C4.5CS) methods.
+is model allowed users to compare the detection per-
formance of different classification algorithms on the same
dataset with the performance of a specific classification al-
gorithm on different datasets. +is study aimed at evaluating
IDS performance using five classifiers: J48, DB, MLP, KNN,
and RF [170]. +e study assessed both the MalGenome and
private datasets and identified that the BN and RD scored
99.7% and 93.03%, respectively, for the TPR. Egitmen et al.
[39] used Android software with artificially generated text to
classify modern Android malware, but applied a skip-gram
technique configured for NLP to extract useful features. +is
study also demonstrated that the NLP-based static analysis
approach for application source code has promising results.
In conclusion, the accuracy was 95.64% without threatening
system stability while running the target application.

While we were not able to find any study that utilized
unsupervised learning that focused on server and network
attacks, we were able to identify the studies that focused on the
client software [56, 81, 185, 202] and client hardware [139, 200].
Amara et al. [81] improved abnormal-based detection tech-
nology by examining two factors that caused low accuracy in
detection technology.+is study extracted themain behavior of
the application using a system called the filtering and ab-
straction process and characterized benign behavior using
amachine learning classifier.+is study also confirmed that the
filtering and abstraction processes had a positive impact on the
performance of the SVM and K-means models. Xu et al. [56]
applied feature weights based on IG and PSO methods to
measure the importance of features for machine learning
classification. +e proposed strategy achieved the highest ac-
curacy in the machine learning model by increasing cluster
diversity. Wu et al. [202] decomposed Android apps into
manifest, Dalvik code, and basic library files to detect mali-
ciousness and identify their families to analyze and classify
Android malware applications efficiently. +erefore, MVI-
Droid obtained an F1 score of 0.99 and an F1 score of 0.948 in
multiple classifications. Cai et al. [63] proposed an Android
malware detection technique called JOWMDroid, which is
a static analysis based on feature weights and joint optimization
of weight mapping and classifier parameters [77]. While
majority of machine learning-based classifications provide
a binary label for mobile users and app security analysts, there
have been few to no studies that examine malicious behaviors
for mobile applications. As such, XMAL was proposed to
classify malware with high accuracy [202]. RevealDroid,
a machine learning-basedmalware detectionmethod, analyzed
RevealDroid, a dataset that consisted of 54,000 malicious and
benign apps [203].+e detectionmethod used various features,
such as Android API usage, reflection-based features, and
features from native binaries of apps.

Systematic literature on mobile malware detection
from the security perspective revealed three limitations:
limited dataset, zero-day attack, and evaluation algo-
rithms. +ere is a lack of good quality or a lack of diversity
in the dataset used for the analysis of mobile malware
detection. Wang et al. [122] proposed C4.5, a machine
learning algorithm to identify Android malware, to

achieve better detection rates in comparison with other
detection approaches. +e study also utilized the Drebin
dataset and analyzed 8,312 benign apps and 5,560 malware
samples. However, the limitation of this study is that the
number of training data is small, and there are many
unexamined features by analyzing only six TCP flow
characteristics and four HTTP request characteristics. We
must design methods that can detect zero-day attacks,
which are not just those observed in the past. By analyzing
the system calls of mobile applications called for a 1 s time
with a host-based approach to detect mobile botnets and
using induction machine learning models, Costa et al. [33]
achieved high performance across different metrics. In
addition, this study identified that reducing the di-
mensionality of the problem from 133 to 19 did not have
a significant negative impact on performance. However,
this study required new challenges to identify mobile
botnets in real time and more diverse scenarios using
multiple mobile devices. Sharma et al. [200] did not
present a specific mechanism for detecting types of An-
droid malware that antivirus software could not detect.
+e choice of algorithms is very important for detecting
mobile malware. Mahindru et al. [46] examined the
privilege-induced risk initiated by granting unnecessary
privileges to these Android applications and utilized the
least square support vector machine (LSSVM) learning
approach linked through three unique kernel features:
linear, radial basis, and polynomial. However, the mal-
ware detection model proposed in this study had a limi-
tation in detecting only whether an application was
malware or benign. Rasheed et al. [169] tested SMO,
random tree, J48, naı̈ve Bayes (NB), and LMT algorithms,
and by following the best result to classify, the botnet
attack was 85%. However, this study must improve al-
gorithm classification by adding new subalgorithms to
machine learning. Cai et al. [63] did not consider the
correlation between features. +erefore, it was necessary
to build joint features to improve the detection accuracy
of malware in Android applications:

RQ4. What are the benefits and drawbacks of using and
applying the methodology?

+e distribution status of the machine learning algo-
rithms used for mobile malware detection was examined.
SVM, random forest (RF), and NB were used as the top of
the algorithm of widely studied machine learning models
for mobile malware detection. Supervised learning algo-
rithms are more popular than unsupervised learning al-
gorithms. Figure 10 shows all the studied machine learning
models used in the reviewed studies. Since the resource cost
for the unsupervised learning algorithm to execute the
model is high.

+e SVM can be used for categorical or numerical
prediction problems and is less likely to overfit with no
effect on the error data. However, SVM requires multiple
combinatorial tests to determine the optimal model, and
the learning rate is slow. RF does not require data nor-
malization but requires high computational power. NB
can be predicted easily and quickly in multiclass
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classification and requires less training data. However,
other learning methods should be applied or considered
where the assumption of independence does not hold.
Overall, supervised learning algorithms have the advan-
tage of providing labels along with the data when tested,
making it easy to evaluate the performance of the model.
In contrast, the purpose of unsupervised learning is to
identify patterns in the data itself, and only data without
labels are required. Although a label is not required, it is
difficult to evaluate model performance when the label is
not provided. +erefore, to study mobile malware de-
tection, it is necessary to analyze the characteristics of data
and algorithms in an optimal manner.

6. Conclusions

We examined the literature pertaining to machine learn-
ing-based mobile malware detection in cybersecurity. Our
study focused on subjects, such as mobile system de-
struction and information leaks. We explored the mobile
malware detection techniques utilized in recent studies
based on attack intentions, such as server, network, client
software, client hardware, and user. We identified several
perspectives for future study. Our review can be utilized in
future studies on these topics. Furthermore, we reviewed
and summarized security challenges related to cyberse-
curity that could lead to improved and more practical
planning. We aimed at reinvigorating research on these
issues and reorienting the practical needs of cybersecurity
domains. We performed a comprehensive examination of
the previous literature on machine learning-based mobile
malware detection in terms of unique requirements in
cybersecurity domains.

+e number of studies on the detection of machine
learning-based mobile malicious code is steadily in-
creasing. When analyzing the existing literature for the
detection of mobile malware, researchers should refer to
“queries used,” “evaluation indicators,” and “datasets,”
which are the analysis results for RQ2. In addition, in

contrast to other SLR studies, our study classified the means
of attack as supervised and unsupervised learning. Many
studies have been conducted on clients, and there have
been more studies using supervised learning algorithms
than unsupervised learning. In other words, it can be
observed that attackers have identified more vulnerabilities
in software or hardware used by clients than in terms of
servers or networks among means of attack and that this
section is vulnerable to cybersecurity. In addition, it can be
observed that supervised learning algorithms are more
effective in detecting Android mobile malware than un-
supervised learning algorithms. +erefore, researchers
should conduct numerous detection studies in the client
section using supervised learning algorithms to improve
the cybersecurity of mobile devices.

To the best of our knowledge, a comprehensive evalu-
ation of the adequacy of previous studies on machine
learning-based mobile malware detection from a cyberse-
curity perspective has not been performed. We believe that
the comprehensive evaluation from our study can help
provide a foundation for future researchers to help underpin
larger research projects.We were able to compare supervised
learning and unsupervised learning detection methods for
mobile malware. By synthesizing the existing data, we be-
lieve we were able to provide relevant insights for future
researchers.
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