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Abstract

Oblivious Random Access Machine (ORAM) is a cryptographic tool used to obfuscate the access pattern. In this paper, we focus on perfect security of ORAM. A perfectly secure ORAM is an ORAM that can resist against an adversary with unlimited computing power, and the failure probability of ORAM is zero rather than negligible. Since all existing perfectly secure single-server ORAM solutions require at least sublinear worst-case bandwidth overhead, we pose a natural and open question: can we construct a perfectly secure single-server ORAM with logarithmic worst-case bandwidth overhead? In this paper, we propose the first tree-based perfectly secure ORAM scheme, named LPS-ORAM. To meet the requirements of perfectly secure ORAM, two techniques are presented. One technique is dynamic remapping associated with a mutable scope, and the other is dynamically balanced eviction. Their combined effect allows the root bucket to never fill up while maintaining its statistical security in tree-based ORAM. In the worst case, our solution achieves logarithmic bandwidth overhead. Therefore, our solution answers the open question in the affirmative. In terms of overhead for temporary storage on the client side, compared with the latest perfectly secure ORAM solution, our solution is reduced from sublinear to logarithmic, and even if the server storage overhead scales lightly, it is still at the same level of quantity as the state of the art. Finally, the evaluation results show that our LPS-ORAM has a significant advantage in terms of bandwidth overhead and overhead for temporary storage on the client side.

1. Introduction

Thanks to the interconnectivity of a large number of mobile smart devices in the Internet of Things, huge amounts of data are being generated. To save money on data storage, consumers choose to store their private data on the cloud server. In order to guarantee confidentiality of the private data, consumers need to encrypt the data before uploading them to the server. But using encryption alone, the data access pattern might still be broken, and the opponent can deduce some sensitive information from this [1–3]. Oblivious Random Access Machine (ORAM) [4–6] was presented decades ago to mitigate this security issue. Nevertheless, these early ORAM solutions are not viewed favorably by most researchers due to the poor efficiency. Since then, a large number of ORAM solutions [7–26] have been put forward to make the efficiency better. Among them, Path ORAM [13] algorithm is very simple and very efficient in logarithmic bandwidth overhead, so it is excellent.

Goldreich and Ostrovsky [6] proposed the first lower bound of \( O (\log N) \) bandwidth overhead, where \( N \) is the number of real blocks outsourced to the cloud server. The lower bound holds if the client storage size is \( O (1) \)-block and the ORAM is in a balls-and-bins model with a uniform block size of \( O (\log N) \)-bit. Boyle and Naor [27] further stated that this lower bound only holds for statistically secure ORAM that is in a “balls-and-bins” manner. Larsen and Nielsen [28] then stated that the lower bound of \( O (\log N) \) bandwidth
overhead for computationally secure ORAM still holds even it is not in a "balls-and-bins" manner. However, for perfectly secure ORAM, it is not clear whether the lower bound holds.

The theme of a lot of works [13, 27–35] associated with ORAM is to find a lower bound of bandwidth overhead in different settings. Typically, there are two ways to measure the bandwidth overhead. One approach is worst-case overhead, which is the maximum overhead of completing a single request in a long list of requests. The other is amortized-case overhead, which is the average overhead of each request in a long list of requests. The most famous lower bound in the worst case was proposed by Stefanov et al. [13], who presented a tree-based statistically secure ORAM with \( O(\log N) \) bandwidth overhead when the block size is set to \( O((\log N)^{N}) \)-bit. Thus, this only partly matches the lower bound of Goldreich and Ostrovsky [6] because the lower bound only holds when the block size is \( O(\log N) \)-bit. The most famous lower bound in the amortized case was proposed by Asharov et al. [31], who presented a computationally secure ORAM with \( O(\log N) \) bandwidth overhead, which completely matches the lower bound of Larsen and Nielsen [28].

The first perfectly secure ORAM was designed by Damgard et al. [36], which has the amortized-case bandwidth overhead of \( O((\log N)) \)-block and the server storage overhead of \( O(N \cdot \log N) \)-block. This was further improved by Chan et al. [37], who presented a perfectly secure ORAM with a lower server storage overhead of \( O(N) \)-block and the same amortized-case bandwidth overhead. Recently, another perfectly secure ORAM, Lookahead ORAM, was proposed by Raskin and Simkin [38], which has the worst-case bandwidth overhead of \( O(\sqrt{N}) \)-block and the server storage overhead of \( O(N) \)-block. This is the first perfectly secure single-server ORAM with sublinear worst-case bandwidth overhead. Since all existing perfectly secure single-server ORAM solutions require at least sublinear worst-case bandwidth overhead, we pose a natural and open question.

**Can we construct a perfectly secure single-server ORAM with logarithmic worst-case bandwidth overhead?**

This is an important academic question because it facilitates the process of reaching the lower bound for perfectly secure single-server ORAM. Whether this open question can be resolved is a necessary step in the development of ORAM research. The importance of perfectly secure ORAM was elaborated by Chan et al. [37]. In addition to the three points listed, we have added another point. To the best of our knowledge, in the standard model without server computing, the lower bounds of both computationally secure ORAM and statistically secure ORAM are logarithmic, which are Goldreich–Ostrovsky lower bound [6] and Larsen and Nielsen lower bound [28], respectively. However, so far, the lower bound of perfectly secure ORAM has not yet emerged. Therefore, it is significant to keep approaching the lower bound by constructing a perfectly secure ORAM solution with better bandwidth overhead.

### 1.1. Our Contribution

In this paper, we propose a new perfectly secure ORAM solution, called LPS-ORAM, which is designed to resolve the above open question. The main contributions of our paper are summarized as follows:

1. **Design of LPS-ORAM construction.** We propose the detailed design of the first tree-based perfectly secure ORAM construction. The proposed techniques can be applied to implement other perfectly secure tree-based ORAM solutions.

2. **Simplicity and logarithmic worst-case bandwidth overhead.** Our scheme has an extremely simple algorithm that makes it practical to implement, and it gains logarithmic bandwidth overhead in the worst case.

3. **Small overhead for temporary storage on the client side.** Our solution achieves logarithmic overhead for temporary storage on the client side, instead of the previous sublinear. Thus, our solution can be applied to small smart devices with limited client storage in the Internet of Things.

### 1.2. An Overview of Our Techniques

To the best of our knowledge, if only the requested block is remapped after each access in tree-based ORAM, the root bucket in the ORAM tree will be full sooner or later because if the path corresponding to the remapped leaf label and the eviction path are exactly at two branches of the binary tree, the requested block will have to be evicted into the root bucket. The detailed reason is as follows. It is assumed that the new remapped leaf label of the requested block and the eviction path at that time are exactly at two branches of the binary tree. This is the worst case. Even if the greedy strategy is applied to the eviction process, the requested blocks are continuously allocated to the root bucket, causing the root bucket to accumulate until it is full. To ensure perfect security of ORAM, we need to achieve the goal of allowing the root bucket to never fill up while maintaining its statistical security in tree-based ORAM. As a result, it is not feasible that only requested block is remapped after each access in tree-based ORAM. Thus, dynamic remapping associated with a mutable scope is proposed.

#### 1.2.1. Dynamic Remapping Associated with a Mutable Scope

In tree-based ORAM, to ensure the obliviousness property of ORAM, the new remapped leaf label of the requested block is random and uniform after each access. However, each remaining real block retrieved from the path is remapped to a new leaf label that belongs to the scope from the corresponding leaf label of the eviction path to the original leaf label of the block. This is a dynamic remapping associated with a mutable scope. The scope is mutable because depending on the leaf label of the real block, the real block may be written back into the bucket closer to the leaf bucket, but which bucket in the path the real block is located in is a secret for the honest-but-curious server. For example, assuming that the eviction path at that time is labeled by 3, the original leaf label of a remaining real block is 5, and then the scope at that time is [3, 5]. In our ORAM solution, if the block cannot be directly located to a bucket lower than the original bucket according to the original leaf label, then the new remapped leaf label needs to ensure that it places the...
bucket in which the block is located closer to the leaf bucket than the original leaf label.

1.2.2. Dynamically Balanced Eviction. In our solution, the goal is allowing the root bucket to never fill up while maintaining its statistical security in tree-based ORAM. Thus, what kind of eviction should be combined with the above dynamic remapping to implement the goal? The dynamically balanced eviction is proposed at this time. During the eviction, the requested block is first arranged to the deepest bucket of the path according to the new remapped leaf label, which is closest to the leaf bucket. Because the new remapped leaf label of the requested block is random and uniform after each access, according to dynamic remapping with a mutable scope, if one path is accessed multiple times, almost all of the real blocks in the path will be squeezed to the buckets near the leaf bucket. This information is harmful because it is inferred easily by the honest-but-curious server. Thus, the dynamically balanced eviction is utilized to avoid the above harmful information. Whether a real block in the path needs to be located in a bucket lower than the original bucket depends on whether the root bucket is empty. If the root bucket is not empty, the above dynamic remapping needs to be executed. Otherwise, it cannot be executed. Thus, the proposed eviction is dynamically balanced.

1.3. Other Related Work. A great deal of work has contributed to implementing perfectly secure ORAM. In the rest of this section, we provide only a high-level overview of solutions that are directly relevant to our work.

In order to reach the lower bound of $O(\log N)$, a large number of solutions have been proposed in the client-server environment. Mayberry et al. [39] proposed a solution with server-side computations, called Path-PIR, in order to obtain a actually very small, but still polylogarithmic bandwidth overhead. Apon et al. [40] formally defined the primitive for verifiable oblivious storage by allowing server-side computations to be generated from the ORAM primitive and by providing a solution with constant bandwidth overhead, but it is based on fully homomorphic encryption (FHE), so it shows that $O(\log N)$ lower bound has been broken in their setting with FHE. Another solution, called Onion ORAM [41], is proposed that also breaks the $O(\log N)$ lower bound, but it relies on additively homomorphic encryption (AHE). However, in this work, we will focus on the client-server setting without server-side computations.

Demertzis et al. [42] proposed a computationally secure ORAM solution with worst-case bandwidth overhead of $O(N^{1/3})$ and perfect correctness. Perfect correctness means that the ORAM solution fails with the probability of 0. Subsequently, several works cite this and claim that their solution is perfectly secure. However, according to their definition of perfectly secure ORAM, Raskin and Simkin [38] stated that this is not correct and this claim is not made by the authors of that paper either.

1.4. Organization. The rest of this paper is organized as follows. Section 2 introduces the background knowledge including the definition of perfectly secure ORAM and an overview of Path ORAM. Section 3 provides the details of our LPS-ORAM solution. Section 4 gives the performance analysis in terms of bandwidth overhead, storage overhead, and further optimization. A detailed evaluation is introduced in Section 5. Finally, the conclusion is provided in Section 6.

2. Preliminaries

2.1. Security Model. In the security model of ORAM, it is assumed that there is an honest-but-curious server and a trusted client. It requires that for any two requests sequences with the same length, the corresponding access pattern should be indistinguishable. Note that all blocks are encrypted by the client before they are uploaded to the server. The following security definition of perfectly secure ORAM is taken from Raskin and Simkin [38].

Definition 1. (security definition of perfectly secure ORAM). Let $\bar{U} = (Y_1, Y_2, Y_3, \ldots)$ indicate a request sequence of ORAM. In $\bar{U}$, $Y_i$ is an access of Read (ID) or Write (ID, Data), where ID means the unique block identifier and Data refers to the new content of block ID, to be written. It is noted that each real block has a unique identifier. Let $\text{DAP} (\bar{U})$ represent the data access pattern when $\bar{U}$ is the input of the ORAM algorithm. In reality, the data access pattern is viewed as a distribution. The ORAM solution is statistically/computationally secure for the honest-but-curious server, if and only if $\text{DAP} (\bar{U})$ and $\text{DAP} (\bar{V})$ are statistically/computationally indistinguishable for any two ORAM request sequences $\bar{U}$ and $\bar{V}$ with the same length. The ORAM solution is perfectly correct if and only if it returns on input $\bar{U}$ that is consistent with $\bar{U}$ with probability 1. We call an ORAM perfectly secure if and only if the ORAM solution can resist against an adversary with unlimited computing power and is perfectly correct at the same time.

According to the above definition, the ORAM is perfectly secure if an ORAM is statistically secure and has a failure probability of 0 at the same time.

2.2. An Overview of Path ORAM. We provide a simple overview of Path ORAM (see [13] for more details). As described in Figure 1, the Path ORAM solution consists of two parts, one is the server storage, and the other is the client storage. The server storage is a complete binary tree with about $\log N$-level. The red line is a target path that the requested block is stored, which is from the remapped leaf label of the position map (PosMap) on the client.

In the complete binary tree, each node is a bucket that can accommodate at most Z-block where Z is a constant. Z-block contains some real blocks, and the rest of the space is populated with virtual blocks. The difference between a real block and a virtual block is that the content of the virtual block is a random string, while the content of the real block consists of real data. Each path in the complete binary tree is
3. LPS-ORAM Solution

In this section, we present an extremely simple tree-based perfectly secure ORAM protocol. As far as we know, Path ORAM has an extremely simple algorithm and efficient efficiency of $O(\log N)$-block bandwidth overhead when the block size is set to $O(\log^2 N)$-bit. In our design, our perfectly secure tree-based ORAM, called LPS-ORAM, will inherit the benefits of Path ORAM. In addition, our works focus on perfect security of ORAM, that is, we are committed to achieving the goal of allowing the root bucket to never fill up while maintaining its statistical security in tree-based ORAM. The various symbols used in this solution and their meanings are also listed in Table 1.

3.1. Storage Structure. In our LPS-ORAM, there are $N$ real blocks, which are outsourced to the server storage. Each block’s modality is $(\text{identifier}, p, \text{data})$. It represents that the block numbered as $\text{identifier}$ is either on the path numbered by leaf label $p$ or in the local stash. For each real block, it has a unique $\text{identifier}$, and the content of the block labeled as $\text{identifier}$ contains $\text{data}$. For each virtual block, both $p$ and $\text{data}$ are populated with random strings. In order to obfuscate all the blocks with each other, they are set to a constant size no matter whether the block is a real block or a virtual block. To differentiate decrypted blocks retrieved from the server storage, all virtual blocks have same block identifiers. In addition, the purpose of adding virtual blocks to the server storage is to confuse all blocks so that the server cannot differentiate between any encrypted block being a real block or a virtual block. Note that all blocks are encrypted by the client before they are uploaded to the server. That is, all blocks in the server storage are in the state of encryption. Therefore, adding virtual blocks to the server storage is part of the security effort to hide the data access pattern.

3.1.1. Server Storage. On the server side, there is a complete binary tree. In it, there are $L+1$ levels in total. They are marked as 0, 1, 2, ..., and $L$, respectively. Theoretically, the height of the complete binary tree is set to $L=\lceil \log N \rceil + 1$. For the sake of description, we let $L=\log N$, resulting in a full binary tree with $N$ leaves and $N−1$ non-leaves. In the complete binary tree, the root node is at layer 0 and all the leaf nodes are at layer $L$.

Each node of the complete binary tree is one bucket in our LPS-ORAM solution. $Z$ blocks at most in each bucket. As a result, each bucket is $Z$-block in size. In our scheme, $Z$ is set to a constant. Each bucket can accommodate some real blocks, and dummy blocks populate the rest of the space.

The complete binary tree has about $2N$ nodes, so there are about $2Z \times N$ blocks on the server side. That is, the server storage size is $O(N)$ blocks.
3.1.2. Client Storage. There are two structures on the client side, PosMap and stash.

In our scheme, there are \( N \) real blocks, and each real block is remapped to a leaf label, so there are \( N \) leaf labels. All of the above \( N \) leaf labels are stored in the PosMap. The complete binary tree has \( N \) leaves, and each leaf is numbered by a leaf label, which results in each leaf label having a size of \( \log N \) bits. Thus, the size of the PosMap is \( (N \times \log N) \) bits. In the client-server environment, the client can entirely store the PosMap, rather than the server storing the PosMap recursively because storing the PosMap on the client is virtually negligible when the block size is not set to very small size of \( O(\log N) \) bits. Moreover, if the server stores the PosMap recursively, both the average time latency and the number of interaction rounds increase significantly.

The client has a stash to store temporary blocks retrieved from the server storage. Why is it temporary storage? Because all blocks on the target path are retrieved to the local stash, and then all the blocks are written back into the path of the complete binary tree. In the previous tree-based ORAM solutions, there might have been some stranded real blocks on the stash because the root bucket might have been full. In our perfectly secure tree-based ORAM solution, the stash size is exactly the size of retrieved path because there are no stranded real blocks on the stash.

3.2. Detailed Execution. In this section, the detailed execution procedures are described as follows. There are two algorithms to implement our LPS-ORAM protocol, which are retrieval algorithm and eviction algorithm, respectively. A detailed description of the whole LPS-ORAM algorithm is shown in Figure 2.

3.2.1. Retrieval. The retrieval algorithm is to fetch all blocks on the target path corresponding to the leaf label of the requested block. All the fetched blocks are stored in the stash locally. After the retrieval, all the fetched blocks are decrypted and then the dummy blocks are discarded. That is, only the real blocks are stored in the stash on the client. Subsequently, the requested block is assigned to a new leaf label from random and uniform remapping. In order to
implement a failure probability of 0, that is, to allow the root bucket to never fill up while maintaining its statistical security in tree-based ORAM, all remaining fetched real blocks need to be remapped if necessary. However, instead of applying a random and uniform remapping to them, a new remapping is applied to them. Since the distribution of real blocks on the path in which buckets is dynamic and the server cannot know the distribution, we can take the step of infiltrating the real block down the position of a bucket to free up space of the upper bucket. Thus, the root bucket will not be full even if the remapping of the requested block is in the worst case, where both the path corresponding to the leaf label of the requested block and the eviction path at that time are two branches of the binary tree. The question is what kind of remapping would allow fetched real blocks to move down one bucket? At this point, the dynamic remapping associated with a mutable scope is proposed.

Now we illustrate our proposed dynamic remapping with a mutable scope, as shown in Figure 3. The target path is marked by read line and taken from the PosMap on the client, and all real blocks in the target path are (a, 3), (b, 2), (e, 1), (f, 2), (h, 3). It is noted that data of each real block is ignored to describe simply. For example, block (a, 3, data) is written as (a, 3). Among the fetched real blocks, block (a, 3) is the requested block at that time. Since the root bucket is not empty and block (f, 2) cannot be located in a bucket lower than the original bucket, block (f, 2) has to be remapped from a mutable scope [2, 3], which is the set from the original leaf label to the leaf label corresponding to the eviction path. In Figure 3, it is marked in yellow. Also, the rest of the fetched real blocks (b, 2), (e, 1), (h, 3) need not be remapped because they can be directly written back into a lower bucket than the original bucket. The requested block (a, 3) is remapped to a new random and uniform leaf label because of the obliviousness property of ORAM.

As shown in Figure 2, step 1 is the lookup procedure to get the leaf label of the target path, which is the leaf label of the requested block. From step 2 to step 4 is the retrieval procedure to get all buckets of the target path in the binary tree. Then, from step 5 to step 8 is the operation procedure of the requested block during each access. If the operation is “read,” data of the requested block are directly returned to the client, as described in step 23. If the operation is “write,” data are updated by data *. From step 9 to step 18 is the remapping procedure to get a new leaf label for each fetched real block. The procedure is divided into two cases. One case is for the requested block, and the other case is for all other fetched real blocks from the target path. Due to the obliviousness property of ORAM, after each access, the requested block needs to be remapped to a new random and uniform leaf label. Nevertheless, all other fetched real blocks can avoid the random and uniform remapping because they are dynamically distributed on each path and this distribution is secret for the server. Thus, it is secure to adjust the distribution of them to achieve some certain goal. If the root bucket is not empty, each real block in the path will be written back into a lower bucket than the original bucket through adjusting the corresponding leaf label. Note that a lower bucket is closer to the corresponding leaf bucket in the binary tree. If some real block of them can be directly written back into a lower bucket than the original bucket, the block need not be remapped. Else, the block is remapped to a new leaf label from the above scope, until the real block can be written back into a lower bucket than the original bucket, this process takes almost no time.

3.2.2. Eviction. In this section, the dynamically balanced eviction algorithm is proposed. The proposed eviction algorithm not only follows the greed strategy but also further makes use of the space of the eviction path in the binary tree. The greed strategy in the eviction algorithm is that as many fetched blocks as possible are written back from the stash locally to the eviction path in the binary tree. The above dynamic remapping associated with a mutable scope can make each real block locate into a lower bucket. Thus, our dynamically balanced eviction algorithm can be combined with the above dynamic remapping associated with a mutable scope to make better use of the space of the eviction path in the binary tree than a single greed strategy.

During the eviction algorithm, the requested block is first arranged to the deepest bucket of the path according to the new remapped leaf label, which is closest to the leaf bucket. Because the new remapped leaf label of the requested block is random and uniform after each access, according to dynamic remapping with a mutable scope, if one path is accessed multiple times, almost all of the real blocks in the path will be squeezed to the buckets near the leaf bucket. This information is harmful because it is inferred easily by the honest-but-curious server. Thus, the dynamically balanced eviction is utilized to remove the above harmful information. Whether a real block in the path needs to be located into a bucket lower than the original bucket, it depends on whether the root bucket is empty. If the root bucket is not empty, the above dynamic remapping needs to be executed. Otherwise, it cannot be executed. Thus, the proposed eviction is dynamically balanced. In our eviction algorithm, for each access, the goal is that the requested block can be written back into the path in the binary tree, rather than being stranded in the stash locally. This goal is the focus of our scheme in the setting of tree-based ORAM. In tree-based ORAM, the root bucket may be full because only the requested block needs to be remapped to a random and uniform leaf label, while other fetched real blocks do not need to be remapped. If the requested block for each access is in the worst case, with a small but non-negligible probability, the root bucket will accumulate until it is full as the number of different requested blocks increases. However, our eviction algorithm can avoid this case.

As shown in Figure 2, from step 19 to step 22 is the procedure of the eviction algorithm to write back all fetched real blocks containing the requested block into the eviction path in the binary tree. During this procedure, the path is scheduled from the corresponding leaf bucket to the root bucket. Then, each fetched real block is written back into some lower bucket than the original bucket if the root bucket is not empty. Finally, the eviction path is written back into the binary tree on the server storage.
Figure 3: The proposed dynamic remapping. (a) The state of the binary tree before the proposed dynamic remapping. The red line is the target path. The block of bold lines is the requested block labeled $a$, namely, block $(a, 3)$, where data is ignored to describe simply. (b) The state of the binary tree after eviction. The fetched real blocks that are not marked yellow need not to be remapped, such as blocks $(b, 2)$, $(e, 1)$, $(h, 3)$, while the fetched real blocks marked yellow except the requested block need to follow the dynamic remapping with a mutable scope, for example, block $(f, 2)$ is modified to $(f, 3)$. The requested block $(a, 3)$ is remapped to a new random and uniform leaf label 5 because of the obliviousness property of ORAM.
3.3. Security Analysis. In this section, we will analyze the perfect correctness and perfect security of our LPS-ORAM. The perfect correctness of ORAM means that the ORAM scheme fails with the probability of 0, rather than a negligible probability. The perfect security of ORAM means that the ORAM scheme can resist against an adversary with unlimited computing power, and simultaneously the ORAM scheme has perfect correctness.

3.3.1. Perfect Correctness

Claim 1. Our LPS-ORAM scheme has perfect correctness.

Proof. If the block can be directly written back into a lower bucket than the original bucket, the fetched real block need not be remapped. Else, each fetched real block is remapped to a new leaf label from a mutable scope, until the real block can be written back into a lower bucket than the original bucket. In a word, each fetched real block from the target path needs to be located in a lower bucket than the original bucket. However, the requested block needs to follow the random and uniform remapping because of the oblivious property of ORAM. When the requested block is in the worst case, namely, both the path corresponding to the new leaf label of the requested block and the eviction path are two branches of the binary tree, the requested block will have to be written back into the root bucket. However, since each of all other real blocks can be written back into a lower bucket than the original bucket, the root bucket is filled with at most one real block at any epoch. As a result, as long as the size of the root bucket is larger than one block, the root bucket cannot be full. That is, our LPS-ORAM scheme can fail with the probability of 0 as long as the bucket size is longer than 1. Therefore, our LPS-ORAM scheme has perfect correctness.

3.3.2. Perfect Security

Claim 2. Our LPS-ORAM scheme is statistically secure for the honest-but-curious server.

Proof. In our LPS-ORAM, each path fetched is random and uniform for the honest-but-curious server. That is, all blocks of each bucket fetched from the binary tree are random and uniform. As a result, for any two kinds of access, the two paths retrieved are statistically indistinguishable for the honest-but-curious server. &therefore; our LPS-ORAM scheme is statistically secure for the honest-but-curious server.

Theorem 1. Our LPS-ORAM scheme is perfectly secure for the honest-but-curious server.

Proof. According to Claim 2, our LPS-ORAM is statistically secure for the honest-but-curious server. As a result, our scheme can resist against an adversary with unlimited computing power. In addition, according to Claim 1, our LPS-ORAM scheme has perfect correctness. Therefore, according to the security definition from Definition 1, our LPS-ORAM scheme is perfectly secure for the honest-but-curious server.

4. Performance Analysis

In this section, we will analyze the asymptotic performance, which is mainly in bandwidth overhead and storage overhead. We proposed the measures of further optimization. Our LPS-ORAM solution will be compared with all the previous perfectly secure single-server ORAM solutions, which are listed in Table 2.

4.1. Bandwidth Overhead. In our solution, for each access, only one path is fetched and then is written back into the binary tree. Thus, to fetch a requested block, the number of blocks transferred between the client and the server is \( O(\log N) \) blocks. As a result, the bandwidth overhead of our solution is \( O(\log N) \)-block.

4.2. Storage Overhead. In our solution, the bucket size \( Z \) is a constant and the binary tree on the server storage has \( O(N) \) buckets. As a result, the binary tree has \( O(N) \) blocks. That is, the server storage overhead of our solution is \( O(N) \)-block. The client storage consists of PosMap and stash. PosMap is practically negligible in the setting of client-server, as mentioned in SORAM [26]. Thus, the stash size is the client storage overhead, which is one path size. Therefore, the client storage overhead of our solution is \( O(\log N) \)-block.

4.3. Further Optimization. In our LPS-ORAM solution, if the bucket size \( Z \) is set to 1, the asymptotic performance of our solution can be further optimized. In this case, the bandwidth overhead is \( (L+1) \)-block, the server storage overhead is \( (2^{L+1}−1) \)-block, and the client storage overhead is one path size of \( (L+1) \)-block. So, these overheads are determined by the value of \( L \). In theory, the value of \( L \) is set to \( \lceil \log N \rceil +1 \). So, the number of buckets is about \( 4N \). There is enough space to percolate down for the real blocks to release the root bucket. However, to release the root bucket more likely, a larger number of buckets or a larger \( Z \) is needed. Thus, the value of \( L \) and \( Z \) is in a dynamic equilibrium to achieve a trade-off.

5. Evaluation

To give the actual performance of our LPS-ORAM solution, we implemented a prototype with a client-side position map and evaluated it based on bandwidth overhead, temporary storage overhead, and server storage overhead. Our solution will be compared with all the previous perfectly secure single-server ORAM solutions. So far, there are three such solutions. They are proposed by Damgard et al. [36], Chan et al. [37], and Raskin and Simkin [38], respectively. In addition, Path ORAM solution [13] is also compared with ours because it is a tree-based ORAM with efficient efficiency of logarithmic bandwidth overhead.

In comparison, for different values of \( N \), we measure the bandwidth overhead, namely, the total amount of data.
transferred per access between the client and the server. In addition, both the temporary storage size on the client and the total storage size on the server are measured in our experiments. In the respective works, the values in all the compared ORAM schemes with our LPS-ORAM are calculated based on the concrete formulas and constants that are reported.

We make the following assumptions, as mentioned in the evaluation of Lookahead ORAM solution [38]. There is an additional encryption/MAC overhead of about 40 bytes in each encrypted block because the random encryption is applied to all blocks of all ORAM schemes. Within each stash slot, there is an additional state header of about 20 bytes that contains location information and the state. Also, 4-byte words are used to indicate the ORAM request types. During initialization procedure, the storage is populated with random strings and they are directly uploaded to the server. In all solutions, the block size is fixed to 1024 bytes.

We first analyze the concrete value of bandwidth overhead, temporary storage overhead, and server storage overhead in our LPS-ORAM solution. In it, \( L = \lceil \log N \rceil + 1 \) in theory and \( Z = 1 \). Thus, when \( N \) real blocks of each size \( B \)-bit are encrypted, the total server storage overhead of the server is \( Z \times (2^{L+1} - 1) \times (B + 40) \)-bit = \( 4N - 1 \times (B + 40) \)-bit. The corresponding position map is \( (N \times \log N) \)-bit. The stash size is \( (B + 40) \times (2 + \log N) \)-bit, which is the temporary storage overhead. For each access, \( (B + 40) \times (2 + \log N) \) bits need to be downloaded and then \( (B + 40) \times (2 + \log N) \) bits need to be uploaded, and thus the bandwidth overhead is \( 2 \times (B + 40) \times (2 + \log N) \) bits.

Finally, for the sake of description in the following figures, the solutions proposed by Damgard et al. [36] and Chan et al. [37] are called ORAM\(_1\), ORAM\(_2\), and the solution proposed by Raskin and Simkin [38] is called Lookahead ORAM.

### 5.1. Bandwidth Overhead

The bandwidth overhead refers to the number of blocks transferred between the client and the server to obtain a requested block. The bandwidth overheads of the above compared solutions are listed in the following.

The ORAM\(_1\) and ORAM\(_2\) solutions are based on a hierarchical structure, which have no position map on the client. Their concrete bandwidth overheads are \( (\log^2 N) \times (1 + \log N)/2 \) blocks, which are self-reported. As a result, the value is \( (B + 40) \times (\log^2 N) \times (1 + \log N)/2 \) bits. The Lookahead ORAM is based on a matrix structure, which also has a position map on the client. The position map is also \( O(N \times \log N) \)-bit. However, the recursion technique is not considered to be applied to the position map. Thus, its concrete bandwidth overhead is \( 40 + (B + 40) \times (\sqrt{N} + 1) \) + \( 80 + (B + 40) \times (\sqrt{N} + 1) \) = \( 120 + 2 \times (B + 40) \times (\sqrt{N} + 1) \) bits, which is self-reported.

### 5.2. Temporary Storage Overhead

The temporary storage overhead on the client side refers to the number of blocks stored on the client, which is temporary because after each access, all fetched blocks stored in the stash locally are written back into the server storage. The temporary storage overheads of the above compared solutions are listed in the following.

The ORAM\(_1\) and ORAM\(_2\) solutions are based on a hierarchical structure. The temporary storage overheads contain one block, which is self-reported. As a result, the value is \( (B + 40) \) bits. The Lookahead ORAM is based on a matrix structure, which also has a position map on the client. Its concrete temporary storage overhead on the client is \( 80 + (B + 40) \times (\sqrt{N} + 1) \) bits, which is self-reported. Additionally, in Path ORAM, the temporary storage overhead on the client is about \( 10N \times (B + 40) \) bits, which is self-reported.

We observed that the temporary storage overhead is about half of the bandwidth overhead in Lookahead ORAM, Path ORAM, and our solution, while the temporary storage overheads in the ORAM\(_1\) and ORAM\(_2\) solutions are only considered to be a small constant. Thus, the figure of results for Lookahead ORAM, Path ORAM, and our solution is similar to that of Figure 4. As expected, our LPS-ORAM has the smallest temporary storage overhead among the above three solutions.

### 5.3. Server Storage Overhead

The storage overhead on the server side refers to the number of blocks stored on the server, which not only contains real blocks but also dummy blocks. The storage overheads of the above compared solutions are listed in the following.

The ORAM\(_1\) solution is based on a hierarchical structure. Its concrete storage overhead of the server is \( (2N - 1) \times \log N \) blocks, which is self-reported. As a result, the value is \( (B + 40) \times (N - 1) \times \log N \) bits. The ORAM\(_2\) solution is based on the ORAM\(_1\) solution. Its concrete storage overhead of the server is reduced to \( 2N \) blocks, which is self-reported. As a result, the value is \( (B + 40) \times 2N \) bits. The Lookahead ORAM

---

**Table 2: Asymptotic performance comparison of all the perfectly secure single-server ORAM schemes.**

<table>
<thead>
<tr>
<th>Perfectly secure ORAM scheme</th>
<th>Structure</th>
<th>Amortized-case bandwidth</th>
<th>Worst-case bandwidth</th>
<th>Client storage</th>
<th>Server storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damgard et al. [36]</td>
<td>Layer</td>
<td>( O \left( \log^2 N \right) )</td>
<td>( O \left( N \times \log N \right) )</td>
<td>( O \left( N \right) )</td>
<td>( O \left( N \times \log N \right) )</td>
</tr>
<tr>
<td>Chan et al. [37]</td>
<td>Layer</td>
<td>( O \left( \log^2 N \right) )</td>
<td>( O \left( N \times \log N \right) )</td>
<td>( O \left( N \right) )</td>
<td>( O \left( N \right) )</td>
</tr>
<tr>
<td>Raskin et al. [38]</td>
<td>Matrix</td>
<td>( O \left( \sqrt{N} \right) )</td>
<td>( O \left( \sqrt{N} \right) )</td>
<td>( O \left( \sqrt{N} \right) )</td>
<td>( O \left( N \right) )</td>
</tr>
<tr>
<td>Ours</td>
<td>Tree</td>
<td>( O \left( \log N \right) )</td>
<td>( O \left( \log N \right) )</td>
<td>( O \left( \log N \right) )</td>
<td>( O \left( N \right) )</td>
</tr>
</tbody>
</table>

*Note: All asymptotic overheads are represented in blocks.*
is based on a matrix structure, which also has a position map on the client. The position map is also $O(N \log N)$-bit. However, the recursion technique is also not considered to be applied to the position map. Thus, its concrete storage overhead of the server is $N \times (B + 40)$ bits, which is self-reported. In addition, the server storage overhead of Path
ORAM is also shown in Figure 5. In Path ORAM, the server storage overhead is about 20 $N \times (B + 40)$ bits, as shown in the evaluation of Lookahead ORAM.

Finally, the results are shown in Figure 5. As expected, our LPS-ORAM is slightly larger than Lookahead ORAM in terms of server storage overhead.

6. Conclusion

In this paper, we focus on perfect security of ORAM. Since all existing perfectly secure single-server ORAM solutions require at least sublinear worst-case bandwidth overhead, a natural and open question is posed: can we construct a perfectly secure single-server ORAM with logarithmic worst-case bandwidth overhead? To affirmatively answer the question, we propose the first tree-based perfectly secure ORAM scheme with logarithmic worst-case bandwidth overhead, called LPS-ORAM. To meet the requirements of perfectly secure ORAM, two techniques are used. One technique is dynamic remapping associated with a mutable scope, and the other is dynamically balanced eviction. Their combined effect allows the root bucket to never fill up while maintaining its statistical security in tree-based ORAM. In terms of overhead for temporary storage on the client side, compared with the latest perfectly secure ORAM solution, our solution is reduced from sublinear to logarithmic, even if the server storage overhead scales lightly, it is still at the same level of quantity as the state of the art. Finally, the evaluation results show that our LPS-ORAM has a significant advantage in terms of bandwidth overhead and overhead for temporary storage on the client side.
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